
A Novel Hamiltonian Replica Exchange MD Protocol to
Enhance Protein Conformational Space Sampling

Roman Affentranger,† Ivano Tavernelli,‡ and Ernesto E. Di Iorio*,†

Institut für Biochemie, Eidgeno¨ssische Technische Hochschule ETH-Zurich,
Schafmattstrasse 18, 8093 Zurich, Switzerland, and Institut de Chimie Mole´culaire et

Biologique, BCH-LCBC, Ecole Polytechnique Fe´dérale de Lausanne,
1015 Lausanne, Switzerland

Received October 13, 2005

Abstract: Limited searching in the conformational space is one of the major obstacles for

investigating protein dynamics by numerical approaches. For this reason, classical all-atom

molecular dynamics (MD) simulations of proteins tend to be confined to local energy minima,

particularly when the bulk solvent is treated explicitly. To overcome this problem, we have

developed a novel replica exchange protocol that uses modified force-field parameters to treat

interparticle nonbonded potentials within the protein and between protein and solvent atoms,

leaving unperturbed those relative to solvent-solvent interactions. We have tested the new

protocol on the 18-residue-long tip of the P domain of calreticulin in an explicit solvent. With

only eight replicas, we have been able to considerably enhance the conformational space

sampled during a 100 ns simulation, compared to as many parallel classical molecular dynamics

simulations of the same length or to a single one lasting 450 ns. A direct comparison between

the various simulations has been possible thanks to the implementation of the weighted histogram

analysis method, by which conformations simulated with modified force-field parameters can

be assigned different weights. Interatom, inter-residue distances in the structural ensembles

obtained with our novel replica exchange approach and by classical MD simulations compare

equally well with those derived from NMR data. Rare events, such as unfolding and refolding,

occur with reasonable statistical frequency. Visiting of conformations characterized by very small

Boltzmann weights is also possible. Despite their low probability, such regions of the

conformational space may play an important role in the search for local potential-energy minima

and in dynamically controlled functions.

1. Introduction
Proteins are complex systems characterized by very rough
free-energy landscapes (FEL). A feature that certainly
contributes to complexity is the presence of anisotropic
interactionssboth within the protein and between the
macromolecule and the surrounding solventswhere the
coexistence of repulsive and attractive terms leads to many

degenerate local energy minima. Such minima are separated
by free-energy barriers, whose heights are often much larger
than the thermal energy available to the system. For this
reason, conventional all-atom molecular dynamics (MD)
simulations of proteins in explicit solvent at room temper-
ature suffer of a problem known as kinetic trapping; namely,
the system tends to remain confined within one of the many
local energy minima. Therefore, physical quantities that
depend on an extensive sampling of the conformational space
cannot be adequately calculated. Furthermore, conformations
with very small Boltzmann weights, which are likely to be
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involved in processes of high biological relevance, such as
conformational transitions and dynamically controlled func-
tional events,1 are not visited.

A possible remedy to this problem is to perform MD
simulations in a generalized ensemble (for a review, see ref
2). The idea is to achieve a random walk in potential-energy
space, which allows the system to easily overcome the energy
barriers that separate local minima and, therefore, to sample
a much wider phase space compared to conventional simula-
tions. Three well-known approaches for carrying out general-
ized ensemble MD simulations are the multicanonical
algorithm,3,4 simulated tempering,5,6 and the replica exchange
method (REM).2,7-15 The former two algorithms make use
of non-Boltzmann probability weight factors, which are not
known a priori and need to be determined by trial simula-
tions. This process is highly nontrivial and can be very
tedious for complex systems such as proteins. In contrast,
REM uses standard Boltzmann weight factors that are known
a priori. A number of noninteracting simulations of the same
system are performed in parallel, but under different condi-
tions; at given time intervals, the simulation conditions are
exchanged with a specific transition probability between
replica pairs. Therefore, REM is particularly well-suited for
parallel computing on simple PC clusters because it requires
very little communication between the individual processors.
The algorithm was originally developed for Monte Carlo
simulations15 and has been adapted to MD simulations by
Sugita and Okamoto.7 In its original implementation, the
condition to be varied and exchanged among the replicas is
the temperature. This results in a random walk in temperature
space, which in turn induces a random walk in potential-
energy space. Thus, systems thatswhen simulated by
conventional methods at room temperatureswould remain
trapped within a limited region of the conformational space
are allowed to escape more easily from local minima by
jumping back and forth between high and low temperatures.

For large systems, such as proteins in an explicit solvent,
temperature replica exchange MD (T-REMD) simulations
have one major drawback: since the number of replicas
needed to cover a given temperature range is roughly
proportional to the square root of the number of degrees of
freedom of the system,16 many replicas need to be simulated,
thus, rendering T-REMD simulations of proteins in an
explicit solvent very demanding in computational terms.
Because efficient sampling requires diffusion in temperature
space, the higher the number of replicas that are used, the
longer the simulation has to be performed, or the more
frequently exchanges have to be attempted. This limits the
capability of the method to obtainswith equivalent compu-
tational effortsbetter thermodynamic sampling, compared
to classical MD (CMD) simulations. A remedy to this
shortcoming of T-REMD is given by the Hamiltonian
REM,9,16,17 where the various replicas are simulated at
constant or variable temperatures, but with different param-
eter sets for the equations of motion. This approach rests on
the consideration that, since the individual simulations are
independent and noninteracting, they need not necessarily
be simulated using the same Hamiltonian. By restricting the
changes introduced in the different Hamiltonians to only a

subset of the degrees of freedom of the system, the number
of replicas needed to cover a given range in “effective
temperature” can be greatly reduced compared to T-REMD
simulations. Both standard T-REMD and Hamiltonian REMD
(H-REMD) at constant temperature are, thus, one-dimen-
sional formulations of the general REMD methodology.9 An
obvious advantage of H-REMD at constant temperature is
that no velocity rescaling7 is needed when exchanges between
replicas take place. Additional details on replica exchange
approaches are summarized in a recent review by Snow et
al.18

There is evidence that the dynamic properties of a protein
are influenced by the frustration of its interparticle nonbonded
interactions.19-21 Therefore, H-REMD simulations, using
modified force-field parameters for such interactions, are
expected to enhance the sampling of the conformational
space by directly influencing the frustration of the system
and, therefore, its dynamic properties.

We report here the implementation of a new H-REMD
protocol based on the simultaneous modification of electro-
static and Lennard-Jones (LJ) parameters, aiming also at
testing this working hypothesis. Although not widespread
in combination with H-REMD, the idea of modifying the
force-field parameters used for classical MD simulations has
already been exploited for locating the global minimum of
the complex potential-energy hypersurface of oligopep-
tides.22,23 Subsequently, this approach has been further
developed to simulate, for instance, protein folding24 or to
predict transmembrane helix packing.25 We have used our
H-REMD to simulatesin an explicit solventsthe 18-residue-
long tip of the P domain of calreticulin, a chaperon involved
in protein quality control in the endoplasmic reticulum.26

Recently, the structure of the long, flexible, hairpin-like P
domain of calreticulin was solved by NMR, along with those
of increasingly smaller fragments of its tip. All the fragments
are shown to adopt the same structure they do in the full-
length hairpin.27-29 Now, also, the 18-residue-long polypep-
tide corresponding to the very tip of the calreticulin P domain
has been investigated, but the data leave room for interpreta-
tion concerning its proteinlike folding behavior (L. Ellgaard,
Institute of Biochemistry, ETH-Zurich, personal communica-
tion). Therefore, we used CRT18 as a test molecule for our
new H-REMD protocol with the hope of gaining new insights
on its folding properties.

2. Methods and Analysis
2.1. Simulation Details.All simulations were performed
with the software package GROMACS 3.1.4,30,31 using the
GROMOS 43a1 force field32 and periodic boundary condi-
tions. Temperature (T) and pressure (P) were held constant
using the weak coupling method,33 with relaxation times of
0.1 ps for T and 0.5 ps forP. The protein and solvent,
including ions, were each coupled separately to a temperature
bath. All simulations were performed at 278 K under a
pressure of 1 bar. An integration step of 2 fs was used,
keeping bond lengths constant using the LINCS34 algorithm
for the peptide and SETTLE35 for the water molecules.
Nonbonded interactions were treated with the twin-range
method, with cutoff radii of 0.8 and 1.4 nm, updating the
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pair lists every step or every five steps respectively for the
short and long cutoff. Long-range electrostatic interactions
were treated with the reaction-field approach,36 using a cutoff
radius of 1.4 nm and a dielectric constant for the reaction
field of 68.37

Initial coordinates for the 18-residue tip of the calreticulin
P domain (see Figure 1) were obtained from the larger, 36
amino acid fragment (PDB entry 1K9127). The system was
solvated in an octahedral box with 2808 SPC/E38 water
molecules, leaving an initial minimum distance between the
peptide and the box walls of 1.1 nm. Aliphatic hydrogen
atoms were treated by the united-atoms approach. Acidic
residues were assumed to be in the charged state correspond-
ing to neutral pH, leading to a net charge of-6. After energy
minimization, the system was neutralized by adding eight
sodium and two chlorine ions using the GROMACS program
GENION. Following energy minimization of the neutralized
system, the atoms were assigned random velocities drawn
from a Maxwell distribution corresponding to 213 K. The
system was then gradually heated to 278 K within 100 ps,
applying a decreasing positional restraint to the protein atoms
with force constants ranging between 25 000 and 0 kJ mol-1

nm-2. From this state, a 450-ns CMD simulation was
performed (long CMD, LCMD) on a dual processor Pentium
III (1266 MHz) computer. In addition, eight independent,
100-ns-long, CMD simulations (8CMD) were carried out
under the same conditions, assigning random initial velocities
to each of them, followed by warming to 278 K using a
decreasing positional restraint. These simulations were
performed on a small cluster of single-processor Pentium

IV (3.0 GHz) computers. For both the LCMD and each of
the 8CMD simulations, protein coordinates were saved every
0.2 ps and the initial 25 ns were omitted for analysis, unless
otherwise stated.

2.2. Hamiltonian Replica Exchange. For a system
composed ofN atoms with coordinate vectors and momen-
tum vectors denoted respectively byq ≡ {q1, ..., qN} andp
≡ {p1, ..., pN}, the Hamiltonian is the sum of the kinetic
energyK(p) and the potential energyE(q):

Let us now consider one step of a simple H-REMD
simulation at constant inverse temperatureâ ) 1/kBT on two
replicas i and j, with coordinate vectorsqi and qj and
momentum vectorspi and pj, simulated respectively with
the two HamiltoniansHm andHn, which differ only in their
form of the potential energy:

This corresponds to a stateΩ in the generalized ensemble

An exchange of Hamiltonians between the two replicas can
be described as

In order for this exchange process to converge toward an
equilibrium distribution, the condition of detailed balance
must be imposed on the exchange probabilityw(Ω f Ω′)15,
leading to

with

which is independent of the individual momenta of the two
replicas.

Writing the potential-energy term of Hamiltoniank as

whereVu(q) incorporates the unmodified part of the function
andµl,k are the factors by which theVl (q) terms are scaled;
∆ in eq 6 further reduces to

Thus, the exchange probability is only dependent on the
modified part of the potential-energy function.

On the basis of the GROMOS 43a1 force-field and
combination rules, we generated modified force fields
multiplying the charges of side-chain protein atoms and the
C61/2 and C121/2 LJ parameters of all protein atoms by a
factor fk < 1. The 1-4 LJ parameters, which are defined
separately in the GROMOS force fields, were not scaled.

Figure 1. Structure of CRT18, as obtained from the coordi-
nates of the larger 36 amino acid fragment (PDB entry 1K91),
along with its amino acid sequence with the numbering
pertaining to the full P domain of calreticulin (above the
sequence), and that used in this work. This structure has been
used as the starting configuration for all of our simulations
and as reference for the analysis of the trajectories. The model
highlights various regions of the molecule. Thus, the backbone
is shown as a tube, with the first and last two residues in dark
gray; the side chains of the amino acids involved in the
formation of the hydrophobic core as sticks, with the individual
atoms that make up the core represented as transparent
spheres; and the single R-helical turn, formed by residues
9-12, as a ribbon. This region is recognized by DSSP46 as
being R-helical in only 2 of the 20 structures deposited in the
PDB file 1K91. The model was drawn using PYMOL (http://
www.pymol.org).

H(q,p) ) K(p) + E(q) (1)

Hk(q,p) ) K(p) + Ek(q) (k ) m or n) (2)

Ω ) {Hm(qi,pi),Hn(qj,pj)} (3)

Ω ) {Hm(qi,pi),Hn(qj,pj)} f Ω′ ) {Hn(qi,pi),Hm(qj,pj)}
(4)

w(Ω f Ω′) ≡ min[1, exp(-∆)] (5)

∆ ≡ â[En(qi) - Em(qi) + Em(qj) - En(qj)] (6)

Ek(q) ) Vu(q) + ∑
l)1

L

µl,kVl(q) (7)

∆ ≡ â∑
l)1

L

(µl,n - µl,m)[Vl(qi) - Vl(qj)] (8)
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Hence, in our case,L is equal 2, and eq 7 becomes

where V1 represents the sum of all LJ protein-solvent
interactions and electrostatic interactions between side-chain
and main-chain atoms as well as between side-chain atoms
and the solvent.V2 accounts for the sum of LJ interactions
between protein atoms and electrostatic interactions between
side-chain atoms. Charges and LJ parameters of all solvent
particles, including ions, were left unchanged. The spacing
between factorsf was chosen such that they would decrease
roughly exponentially, and their exact values were tuned,
by means of few short trial simulations, to yield exchange
probabilities of roughly 20%. Seven modified force fields
were thus generated, withf values of 0.965, 0.931, 0.898,
0.867, 0.837, 0.808, and 0.780. They were used, along with
the unmodified GROMOS 43a1 force field, to run a 100 ns
H-REMD simulation on eight replicas, starting from the same
initial structure as that in the LCMD simulation, and
attempting pairwise replica exchanges every 10 ps. Protein
coordinates were saved every 50 fs, and the initial 25 ns of
the simulation were omitted for analysis, unless otherwise
stated. This simulation was run on a cluster consisting of
eight dual-processor Pentium III (750 MHz) nodes.

2.3. Weighted Histogram Analysis Method.Data pro-
duced during REMD simulations can be combined using
the weighted histogram analysis method (WHAM).39,40

The algorithm was originally developed for umbrella-
sampling simulations but can easily be adapted to our
H-REMD approach by reformulating the potential-energy
function corresponding to theith force field in the following
way:

whereE0 is the potential energy computed with the unmodi-
fied force field, while the scaling factorfi and the potentials
V1 andV2 are like those in eq 9. This form of the potential-
energy function corresponds to that used in umbrella-
sampling simulations.

Since we performed our H-REMD simulation at a constant
temperature, the WHAM equations become independent of
the value ofE0

41 and can be formulated in terms of the values
of the biasing potentialsV1 andV2 only:

whereR is the number of replicas,n the number of snapshots
used for the analysis,gi a dimensionless free energy for the
force field i, andV(1,2),t

(k) represents the value of the biasing
potential for replicak at time t. After iterating the set of
equations in eq 11 to self-consistency of the values ofgi, an
un-normalized statistical weightP0 is obtained for each time

point t of each replicak, which has the form

and gives the probability of sampling pointt of replica k
with the unmodified force field.

2.4. Free-Energy Landscapes.As described in detail by
Tavernelli et al.,42 a two-dimensional representation of the
FEL can be obtained from simulated atomic trajectories by
plotting the negative logarithm of the joint probability
distribution of two global parameters,ê1 andê2. The resulting
graph is a projection of the relative FEL, in units ofkBT, on
a plane defined by the two global parameters. In the case of
H-REMD simulations, the probability distribution must be
calculated in a weighted manner; we did this using the
WHAM-derived statistical weights.

2.5. Native Contacts.For the definition of a set of native
contacts in CRT18, we have used the atomic trajectory
between 250 and 750 ps of our LCMD simulation. Each
residue was partitioned into main-chain and side-chain atoms,
and the minimum interatomic distance between these groups
was calculated for all snapshots in the trajectory, taking into
account only amino acids at least three residues apart along
the polypeptide chain. To be included in the list of native
contacts, pairs had to display interatomic distances lower than
0.37 nm for at least 60% of the time. By this procedure, we
have identified 25 native contacts, each of which was
assigned a weight corresponding to its fractional presence
during the 500 ps LCMD simulation segment. Summing up
the weights of the resulting matrix, we have obtained a
normalization factorF.

The existence of native contacts in all our simulations was
monitored and scored by means of the matrix derived as just
discussed. For each snapshot along a simulated trajectory,
we defined the fraction of native contacts (FNC) as the sum
of the weights-matrix elements corresponding to the native
contacts present at that time, divided by the normalization
factorF. Our analysis also included a monitoring of the total
number of contacts as a function of time.

2.6. Clustering.We performed a structural clustering of
the simulated ensembles using the algorithm described by
Daura et al.43 The procedure is based on the calculation of
a matrix of the pairwise positional root-mean-square devia-
tion (RMSD), after least-squares superposition, and the
choice of a cutoff to define the neighborhood of each cluster.
The structure with the largest number of neighbors is
considered to be the center of the largest cluster, and it is
removed, together with its neighbors, from the pool of
structures before again searching for the next largest cluster.
This procedure is repeated until all structures in the ensemble
are clustered.

In our clustering analyses, we used a cutoff of 0.1 nm
and considered only the backbone atoms of residues 3-16
(see Figure 1), both for the least-squares fitting and for the
computation of the RMSD. To give different weights to the
structures obtained with modified Hamiltonians during the
H-REMD simulation, we did the clustering analysis using
structures averaged over 5 ps intervals. For the classical MD

Ek(q) ) Vu(q) + fk V1(q) + fk
2 V2(q) (9)

Ei ) E0 + λ1,iV1 + λ2,iV2 λ1,i ) fi - 1; λ2,i ) fi
2 - 1

(10)

exp(-gi) ) ∑
k)1

R

∑
t)1

n exp(-âλ1,iV1,t
(k) - âλ2,iV2,t

(k))

∑
m)1

R

n exp[gm - âλ1,mV1,t
(k) - âλ2,mV2,t

(k)]

(i ) 1, ...,R) (11)

P0(k,t) ) [∑
m)1

R

n exp(gm - âλ1,mV1,t
(k) - âλ2,mV2,t

(k))]-1 (12)
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simulations, the weight of a cluster is equal to the number
of its members divided by the total number of structures used
for the clustering. In the case of the H-REMD simulation,
the weight of a cluster equals the sum of the 5-ps-averaged
WHAM weights of its members, normalized by the sum of
the WHAM weights for the whole ensemble.

2.7. Correlation Coefficients.As a criterion to compare
the convergence efficiency of the H-REMD to that of the
8CMD simulation, we have calculated the Pearson’s cor-
relation coefficients resting on 1D probability distributions
of RMSD and FNC, WHAM-weighted in the case of
H-REMD. This was done by computing the correlation
coefficient r(t), defined as

wherePt(i) and P0(i) refer respectively to the probability
distribution for bin i between 25 ns and timet and to that
computed between 25 ns and 100 ns. Since the summations
of Pt(i) andP0(i) over all bins are equal to 1, eq 13 reduces
to

2.8. Comparison with NMR Data. To compare our
simulations with experimental data, we used a set of upper
bounds for the distances between pairs of hydrogen atoms
belonging to different amino acids, as derived by nuclear
Overhauser effect (NOE) measurements carried out by P.
Bettendorff and L. Ellgaard (Institutes of Biochemistry and
Molecular Biology and Biophysics, ETH-Zurich, unpublished
results). The comparison was based on 126 unambiguous
inter-residue interproton distances. These upper bounds were
determined assuming the NOE intensity to be inversely
proportional to the sixth power of the interproton distance.
We therefore compared the simulated ensemble averages
〈d-6〉-1/6 (using WHAM weighting for the H-REMD simula-
tion) with the upper bounds derived from NMR data.

3. Results and Discussion
The goal of REMD simulations is to enhance conformational
space sampling compared to that of classical MD. The basic
idea behind T-REMD simulations is to let the system
experience elevated temperatures, thereby allowing it to more
easily overcome high-energy barriers separating conforma-
tional states. Instead, in our H-REMD approach, we use
different Hamiltonians with modified nonbonded interaction
parameters, to enhance conformational space sampling not
only by altering the height of energy barriers but also by

affecting the frustration of the system and, therefore, its
dynamic properties.19 To our knowledge, this is the first
report on a H-REMD simulation in an explicit solvent that
also deals with a direct comparison to the results of the same
number of classical MD simulations of identical length and
those of a single, longer one. Previous H-REMD simulations
have been carried out, for instance, by Fukunishi et al.16 and
Jang et al.44 The former authors compared T-REMD to two
variants of H-REMD, one using scaled hydrophobicity and
the other phantom chains that allow various degrees of atomic
overlaps and, therefore, the polypeptide chain to cross over
itself. The simulations were carried out using a “coarse-
grained” protein model in which (i) the solvent effect is
implicitly accounted for via solvation free energy; (ii ) the
backbone includes three united atoms per amino acid, that
is, NH, CH, and CO; and (iii ) the side chains, except for
glycine, are simplified as spheres placed at the center of mass
of the residue. Using a 16-residue polyalanine and the
albumin-binding domain of protein A, Fukunishi et al.16 show
that the scaled hydrophobicity method is most efficient. On
the other hand, Jang et al.44 used a generalized effective
potential to achieve a change in the effective temperature of
the system by modifying the torsional and nonbonded terms
of the potential energy function. They carried out a 4.1 ns
H-REMD simulation at 100 K (referred to asq-REM in their
article), on an alanine dipeptide in vacuo, showing that two
replicas, withq values of 1 and 1.002, are as good as at
least five replicas in T-REMD of the same length, with
temperatures of 100, 123, 148, 178, and 213 K.

3.1. H-REMD Protocol and WHAM. We tested several
approaches to modify the individual terms describing the
nonbonded interactions of a protein in water, namely,
reducing only the LJ potentials between protein atoms,
lowering exclusively the partial charges of side-chain atoms,
or a combination of the two. The last approach (eq 9) gave
the best results, both in terms of efficiency in sampling the
conformational space and in terms of diffusion of the
individual replicas in the space defined by the different
Hamiltonians.

Crucial for the success of a replica exchange simulation
is that (a) the exchanges occur frequently enough, such that
each replica samples the whole range of the different
conditions used for the simulation several times, and (b) the
time gap between two exchange attempts is longer than the
autocorrelation time of the potential energy. For our modified
Hamiltonians, the autocorrelation time was determined to
be in the sub-picosecond range. Therefore, one can assume
a period of 10 ps between exchange attempts to be long
enough to ensure quasi-independence of a replica-exchange
step from the previous one.

As described in Section 2.2, we carried out short trial
simulations to adjust the scaling factorsfsused to prepare
the modified force fieldssto yield replica exchange prob-
abilities of∼20%. This is neither a guarantee that the same
probability levels are maintained for a longer simulation,
where large conformational changes might influence them,
nor does it ensure that each replica samples the whole range
of simulation conditions. However, the data reported in Table
1 show that the average exchange probabilities between

r(t) )

[∑
i)1

N

Pt(i) P0(i)] - N-1∑
i)1

N

Pt(i) ∑
i)1

N

P0(i)

x{[∑
i)1

N

Pt
2(i)] - N-1[∑

i)1

N

Pt(i)]
2}{[∑

i)1

N

P0
2(i)] - N-1[∑

i)1

N

P0(i)]
2}

(13)

r(t) )

∑
i

Pt(i) P0(i) -
1

N

x{[∑
i)1

N

Pt
2(i)] -

1

N}{[∑
i)1

N

P0
2(i)] -

1

N}
(14)
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neighboring force fields, when calculated for the whole
simulation period of 100 ns, were sufficiently large. Fur-
thermore, Figure 2 shows that neighboring histograms of the
sums of the termsV1 and V2 in eq 9 display considerable
overlap, a prerequisite for frequent replica exchanges. The
curves depicted in Figure 2 sample a broad energy range,
with the histograms being centered at-7420 kJ mol-1 and
-6160 kJ mol-1 respectively for the unmodified and the most
strongly modified force fields. During the 100 ns simulation,
each replica sampled all force fields, although some spent
most of their time in only a subset of them (Table 2). To
give a more complete picture of the efficiency with which
replicas have repeatedly used the different simulation condi-
tions, we report in Figure 3 the force-field trajectories of
the two limit cases, namely, those of replicas 2 and 3. Replica
3 sampled the various force fields most evenly, whereas
replica 2 showed the most skewed distribution, nevertheless
keeping a good sampling efficiency through all force fields.
The average time for a replica to move from the unmodified
force field to the most strongly modified one was 1770 ps
(188 observations), for the reverse process, 1988 ps (184
observations), while a return to the unmodified force field
via the most strongly modified one lasted on average 3886
ps (184 observations).

To account for the simulations being performed with
different force fields, we assigned to each time point of each
replica a statistical weight using WHAM (eqs 11 and 12).
When normalized by the average weight assigned to the
structures generated using the unmodified force field, the
coordinates produced with the most strongly modified force
field were assigned an average weight of ca. 5× 10-9. Thus,
the influence on thermodynamic quantities of the data
generated with the most strongly modified force fields is on
average very small. However, a certain overlap still exists
even between the most extreme situations, since the lowest
weight assigned to any frame simulated with the unmodified
force field is smaller than the highest weight assigned to
any frame simulated with the most strongly modified
Hamiltonian. So it is not the case that one could simply omit
the data produced by the strongly modified force fields.

Table 1. Percentages of Force Field Exchange during the
H-REMD Simulationa

scaling
factor 0.965 0.931 0.898 0.867 0.837 0.808 0.780

1.000 18.56 0.26 0.00 0.00 0.00 0.00 0.00
0.965 18.37 0.22 0.00 0.00 0.00 0.00
0.931 19.33 0.53 0.01 0.00 0.00
0.898 20.97 0.49 0.00 0.00
0.867 22.74 0.42 0.00
0.837 21.36 0.63
0.808 25.19

a Average exchange percentages between the individual force
fields used in the H-REMD simulation computed from the entire
trajectories. Force fields are represented by the scaling factors f used
to modify the electrostatic and LJ parameters (see Section 2.2).

Figure 2. Histograms of the sum of the terms V1 and V2 in
eq 9 for the individual force fields, as obtained from the whole
100 ns H-REMD simulation. The left-most and right-most
curves correspond to the structural ensembles simulated
respectively with the unmodified and most strongly modified
force fields. The curves for neighboring force fields overlap
considerably, ensuring sufficiently large replica-exchange
probabilities.

Table 2. Percentage Sampling of the Individual Force
Fields by Each Replica during the H-REMD Simulationa

scaling
factor 1.000 0.965 0.931 0.898 0.867 0.837 0.808 0.780

replica 1 19.82 18.25 15.43 12.88 12.07 9.60 6.87 5.08

replica 2 4.86 6.12 8.23 9.67 10.89 13.05 19.72 27.46

replica 3 10.74 12.19 12.98 12.23 13.65 13.34 13.57 11.30

replica 4 7.88 10.35 12.79 14.98 16.25 15.10 12.17 10.48

replica 5 6.60 7.59 9.56 13.58 14.66 15.77 15.95 16.29

replica 6 20.81 17.45 14.15 11.09 9.05 9.15 8.65 9.65

replica 7 6.94 8.65 10.40 12.78 13.75 15.21 16.24 16.03

replica 8 22.35 19.40 16.46 12.79 9.68 8.78 6.83 3.71
a Percentages refer to the sampling of the individual force fields

by each replica for the whole simulation period of 100 ns of the
H-REMD simulation. The individual force fields are represented by
the scaling factors f used to modify the electrostatic and LJ parameters
(see Section 2.2), whereas replicas are numbered arbitrarily.

Figure 3. Force-field trajectories of two selected replicas of
the H-REMD simulation. Both replicas sample each force field
several times. Among all of the replicas, number 2 displays
the most skewed and number 3 the most even distribution of
the sampled force fields. The individual force fields are
indicated on the y axis by the scaling factors f used to modify
the nonbonded interaction parameters (see Section 2.2).
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3.2. Free-Energy Landscapes.Enhanced sampling of the
conformational space entails avoiding a trapping of the
system within local energy minima through repeated ex-
changes of the simulation conditions among replicas. There-
fore, a way to judge the efficiency in conformational space
sampling is the comparison of two-dimensional representa-
tions of the FEL computed from structural ensembles
simulated with different methods. After having tested several
global parameters for the FEL representations, we have
selected those that most clearly describe the situation,
namely, the backbone RMSD of residues 3-16 relative to
our reference structure (for details, see Figure 1), the radius
of gyration of the hydrophobic core (RGYR), the FNC, and
the total number of contacts. The FEL representations thus
obtained from our three simulation approaches are depicted
in Figure 4. By far, the LCMD simulation samples the
smallest region of the conformational space (third column
of Figure 4). For the 8CMD simulations, the volume of the
visited conformational space is considerably increased
(middle column in Figure 4), but with our H-REMD
approach, we were able to increase it even further. The states
sampled during the H-REMD simulation reach RGYR values
3.5-fold higher than that of the reference structure, equal to
0.374 nm, and a RMSD greater than 0.7 nm, compared
respectively to a 2.8-fold-increased RGYR and a largest
RMSD value of∼0.5 nm observed in the 8CMD simulation.

A careful comparison of the two left-most FEL representa-
tions in the top row of Figure 4 reveals that minima
characterized by increasing RGYR and RMSD values are
less well-defined in the H-REMD compared to the 8CMD
simulation. We can envisage several plausible explanations
for this phenomenon. The first is intrinsically related to the
REMD approach, which does not allow the system to exten-
sively explore energy minima. Furthermore, low probability
states, likely to be characterized by high values of RGYR
and RMSD, are given full weight in the computation of the
FEL for the 8CMD simulations, but not so in the case of
the H-REMD simulation due to WHAM weighting. Finally,
as discussed in Section 3.3, neither simulation approach has
reached structural convergence; therefore, the corresponding
FEL representations cannot be expected to match completely.

From the FELs shown in Figure 4, it appears that CRT18
frequently visits two states during the simulations, one quite
close to the reference structure and the other clearly different,
although still characterized by a compact hydrophobic core,
but with a small FNC. For a computation of relative free
energies to be statistically relevant, it is necessary that a
system repeatedly move back and forth between individual
states. A projection of the trajectories onto the two-
dimensional FELs representations offers a simple way to test
if this condition is satisfied. For instance, in the FELs
presented in the second row of Figure 4, we can define the

Figure 4. Comparison of two-dimensional representations of the free-energy landscapes for the three simulation approaches
we have used. The upper row shows representations resting on the RMSD of the backbone atoms of residues 3-16 from the
reference structure and the radius of gyration of the hydrophobic-core atoms (for structural details, see Figure 1). The lower row
shows the projection of the free-energy landscapes on the plane defined by the FNC and the total number of contacts. The first
column refers to the WHAM-weighted results of the H-REMD simulation, the second column to those of the 8CMD simulation,
and the third to those of the LCMD simulation. The first 25 ns of each simulation were omitted from the analysis. Contour lines
are drawn every 0.2 kBT between 0 and 1 kBT, every 0.5 kBT in the interval 1-5 kBT, every 1 kBT between 5 and 10 kBT, and
every 2 kBT in the interval 10-20 kBT. All graphs are normalized to a minimum of 0 kBT. Figures were generated with MATLAB
6.5.
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region characterized by a FNC below 0.3 as unfolded, and
above 0.75 as folded, and thereafter analyze how often the
system moves back and forth among the two regions. Using
snapshots taken at 0.2 ps intervals, we observe a total of 30
folding and 32 unfolding events in the H-REMD simulation
between 25 and 100 ns, compared to 7 and 12 in the 8CMD,
or 6 and 7 during the 25-450 ns LCMD simulation period,
none of which occurring in the first 100 ns. The choice of
other boundaries for the definition of folded and unfolded
regions does not significantly influence the results. For
example, defining the boundaries at FNC values of 0.35 and
0.7 yields 102 folding and 105 unfolding events in the
H-REMD simulation, compared to 51 and 55 in the 8CMD,
or 27 and 28 for the period 25-450 ns of the LCMD
simulation, again none of which occurring in the first 100
ns. These results prove that transitions between individual
free-energy minima occur more easily in the H-REMD
simulation than in either of the CMD ones, thus, implying a
better definition of the minima in the FEL representations
corresponding to the H-REMD (left column of Figure 4)
compared to the ones in the 8CMD (central column) and
LCMD (right column) simulations.

In our simulations, the FNC ranges from 1 to 0. The
complete sampling of this structural parameter allows us to
analyze the percentage of formation of single contacts as a
function of the FNC, with the aim of identifying contacts
possibly involved in early folding events. For this purpose,
we partitioned the FNC into evenly spaced bins, and each
snapshot of the simulated ensembles was assigned to the bin
corresponding to its FNC. For each bin, we then calculated
the fraction of times any given contact was present (data
not shown). Although one cannot expect to identify true
folding paths from a REMD simulation, the results of this
analysis indicate that folding of CRT18 might be facilitated
by the formation of contacts between residues 8 and 12, at
the tip of the hairpin, as well as between tryptophans 7 and
15.

3.3 Clustering. As an alternative means to quantify
conformational space sampling, one can perform a structural
clustering and compare both the total number of clusters
obtained from the entire coordinates ensemble and how the
number of clusters changes as a function of time. We carried
out a structural clustering based on a matrix of pairwise
RMSDs, following the algorithm described in Section 2.6,
which guarantees the distance between cluster centers to be
not smaller than the chosen cutoff value. Generally, using
snapshots of simulations taken every 10 ps is considered
sufficient, since large conformational changes are not
expected to occur on this time scale.43 Instead of taking
snapshots, we have used, for our analyses, coordinate
averages over 5 ps such that, when dealing with REMD
simulation data, cluster weights could be computed from the
WHAM weights of their members. Figure 5 shows the results
of this analysis for the H-REMD and the 8CMD simulations.
Using a cutoff of 0.1 nm for the RMSD between the
backbone atoms of residues 3-16, we identified 798 clusters
in the H-REMD simulation and only 273 in the 8CMD
simulations. Comparing the number of clusters with a weight
larger than a certain threshold (panels B-D in Figure 5)

reveals that this difference mainly stems from poorly
populated clusters with weights below 0.01%. The final
slopes of the curves depicted in Figure 5 show that, with
neither simulation approach, clustering has reached conver-
gence. However, comparing the time courses of the total
number of clusters and those with weights greater than 1%,
namely, neglecting structures simulated with strongly modi-
fied force fields, further confirms the improvement in
conformational space sampling obtained with our H-REMD
approach compared to 8CMD. For instance, after 40 ns, 13
clusters with final weights greater than 1% are already
defined in the H-REMD data set, compared to 9 in the 8CMD
simulations. To analyze the H-REMD simulation, we also
tested a clustering algorithm slightly different from the one
described in the Methods and Analysis section, in which we
defined the center of a cluster to be the structure whose
neighbors have the largest sum of WHAM weights, rather
than that with the largest number of neighbors. The two
algorithms produce comparable results, the structures of the
largest cluster centers being very similar, as well as the
cluster sizes (data not shown). The only notable differences
are the total number of clusters (822 as compared to 798)
and an increase in the number of clusters formed by only a
few members. On the basis of these findings, we decided to
use the clustering algorithm described in Section 2.6, also
because it can be applied to both the H-REMD and the
8CMD simulations, thus allowing a direct comparison of the
results.

Figure 5. Number of clusters sampled as a function of time
during the H-REMD (solid lines) and the 8CMD (dashed lines)
simulations, as computed from the whole ensemble of
conformations produced by each simulation. Panel A refers
to the time courses of the total number of clusters, panel B to
those of clusters with weights greater than 1% of all confor-
mations considered, panel C to the ones with weights larger
than 0.1%, and panel D to clusters whose weight exceeds
0.01%. The analysis has been done on coordinate averages
over 5 ps to allow, in the case of H-REMD, a weighting of the
clusters based on the WHAM weights of their members. For
additional details, see Section 2.6.
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Figure 5 shows that the H-REMD and the 8CMD simula-
tions display a comparable time evolution of the number of
clusters with weights greater than 0.1% (panel C) and 0.01%
(panel D). Since there is an apparently large overlap between
the FEL representations computed from the H-REMD and
those that stem from the 8CMD simulations (Figure 4), one
could argue that the two simulations sample the same region
of the conformational space and that the H-REMD approach
simply extends the conformational sampling toward unfolded
structures. However, comparing the conformations corre-
sponding to the centers of the 20 most populated clusters
reveals that many of those occurring in one simulation are
not sampled by the other. This difference can easily be
rationalized considering that our representations of the FEL
are highly degenerate. Hence, basins that appear to be well-
defined actually result from the superposition of numerous
minima, which cannot be distinguished by the collective
entities used to reduce a hyperdimensional space to two
dimensions. This explains the apparent large overlap between
the two-dimensional FEL representations computed from the
H-REMD and the 8CMD simulations, despite the relative
dissimilarity between the 20 most populated cluster centers.
Still, as can be seen in Figure 6, the structures corresponding
to the center of the largest cluster of the H-REMD (structure
B) and 8CMD (structure C) simulations are almost identical
(backbone RMSD of 0.076 nm, heavy-atoms RMSD of 0.168
nm) and, if one neglects the N- and C-terminal residues,
highly similar to the reference structure. Furthermore, the
largest clusters are of comparable size in the two simulations,
being populated by 15.68% and 18.60% respectively for the
H-REMD and 8CMD approaches. A totally different situa-
tion applies to the LCMD simulation, where the most
populated cluster (structure D in Figure 6) is clearly different
from the reference structure.

Figure 6 further illustrates the improved efficiency of our
H-REMD protocol, compared to 8CMD and LCMD, in
sampling the conformational space. The configurations
corresponding to the center of the cluster with the largest
RMSD from the reference structure are still quite compact
in the 8CMD and LCMD simulations (respectively structures
F and G in Figure 6), whereas that relative to the H-REMD
simulation with an unmodified force field (structure E in
Figure 6) is almost fully extended. A visual inspection of
the atomic trajectories of the single replicas in the H-REMD
simulation reveals that, during the simulation, CRT18
completely unfoldedsand refolded to a compact statesin
several replicas.

3.4. Correlation Coefficients.The results discussed so
far consistently show that our H-REMD protocol is more
efficient in sampling the conformational space compared to
classical simulation approaches. The clustering analysis just
discussed also provides some information in this respect. As
another independent approach to compare the simulation
protocols used in our investigation, we have computed with
eq 14 the correlation coefficients depicted in Figure 7. We
used 100 bins of sizes 0.01 nm and 0.01 respectively for
RMSD (left panel) and FNC (right panel), whereast was
incrementally increased by 100 ps, starting from 25 ns up
to 100 ns, leading to 750 P distributions. The time courses

of the correlation coefficient for both parameters show that
the H-REMD simulation (continuous curves) converges more
rapidly compared to the 8CMD (dashed traces) simulation,
the difference being particularly pronounced for the FNC.

3.5. Comparison with NMR Data.During a simulation,
one not only wishes to sample as large a volume of the
conformational space as possible but also reproduce structural
features measured experimentally. We have, therefore,
compared our simulated ensembles with the upper bounds
of inter-residue interproton distancesd derived from NOE
measurements at 278 K. The whole set of 126 unambiguous
interproton distances identified from NMR data (see Section
2.8) has been used for the comparison. The graphs in the
top-left, top-right, and bottom-left panels of Figure 8 show
the ensemble averages〈d-6〉-1/6, computed respectively from
the 8CMD, H-REMD, and LCMD simulations, plotted

Figure 6. Models of the reference structure of CRT18 (A),
of the conformations corresponding to the centers of the most
populated clusters (B for H-REMD, C for 8CMD, and D for
LCMD), and of the centers of the clusters with the largest
RMSD from structure A (E for H-REMD with f ) 1, F for
8CMD, and G for LCMD). Structures averaged over 5 ps
intervals were used for the clustering, excluding the initial 25
ns of each simulation, which resulted in a total of 1.2 × 105

structures for both the H-REMD and the 8CMD simulations
and 8.5 × 104 structures for the LCMD simulation. The
backbone/all-atoms RMSD from A, for residues 3-16, are
0.1045/0.2042 nm for B, 0.0983/0.2234 nm for C, and 0.2240/
0.4276 nm for D. The models were drawn using PYMOL
(http://www.pymol.org).
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against the upper bounds of the same interproton distances
derived from NMR data. Distinction is made for distances
involving amino acids at least four residues apart along the
polypeptide chain (filled circles) because they are most
indicative of the global structure of the molecule. To give

an overview of the situation, the bottom-right panel of Figure
8 displays the number of violations relative to four distance
ranges. The LCMD simulation displays the largest number
of violations, in total 37. Instead, despite the diversity of
their conformational ensembles, the violations for the H-
REMD and 8CMD simulations are comparably few (24 for
the former and 22 for the latter), also if only the structures
simulated with the unmodified force field are included in
the analysis (data not shown). The situation does not change
if one considers only the most significant violations, namely,
those greater than 0.05 nm (19 for LCMD, 11 for H-REMD,
and 9 for 8CMD). Combining the sets of such interproton
distance violations occurring in either the H-REMD or
8CMD simulations yields a list of 13 proton pairs, of which
9 involve TRP-7, as shown in Table 3. Clearly, the strongest
violations observed in the two approaches involve hydrogen
pairs belonging to PRO-4 and TRP-7.

While discussing the time evolution of the FNC, we have
postulated the formation of contacts between residues 8 and
12 and between tryptophans 7 and 15 to be early events
during folding (next-to-last paragraph of the subsection on
free-energy landscapes). Interestingly, the comparison of the
simulated ensembles with NMR data shows that the four
unequivocal interproton, inter-residue distances involving
tryptophans 7 and 15 are never violated during the LCMD
and 8CMD simulations, and only one of them, namely,
Trp7(HZ2)-Trp15(HA), is moderately violated (by 0.011
nm) exclusively in the LCMD simulation. Furthermore, in
all three structural ensembles, the only Asp8-Asp12 un-
equivocal distance derived from NMR data (HB1-HN) is
again never violated.

We have analyzed the ensemble averages〈d-6〉-1/6 sepa-
rately for the individual clusters (data not shown) and found
that each of them violates more of the NMR-derived
interproton distances, and more severely than if the ensemble
average is taken for the whole simulation. This applies even
to the most populated cluster, which is very similar to the
reference structure. None of the found clusters fits the
experimental data better than the whole ensemble of simu-

Figure 7. Time series of the correlation coefficients computed
with eq 14 for the RMSD of the backbone atoms of residues
3-16, relative to the reference structure (left panel), and for
the FNC (right panel). The solid lines refer to WHAM-weighted
H-REMD data, whereas the dashed curves correspond to the
8CMD simulations. More details are given in Section 2.7.

Figure 8. Simulated ensemble averages of interproton
distances 〈d-6〉-1/6, plotted against upper bounds of the same
distances derived from NOE measurements. A set of 126
unambiguous interproton distances was used for the analysis
(see Section 2.8). The upper-left panel refers to the simulation
8CMD, the upper-right to the H-REMD, and the lower left to
the LCMD. In all three cases, filled circles represent distances
between protons belonging to amino acids at least four
residues apart along the polypeptide chain. The solid diagonal
lines indicate the boundary above which the experimental
distances are violated, whereas the dashed lines represent
the boundary above which such distances are violated by
more than 0.1 nm. In the lower-right panel, the number of
violations is plotted against their extent, with full, dashed, and
empty bars referring respectively to the 8CMD, H-REMD, and
LCMD simulations. In the case of the H-REMD data, ensemble
averages were calculated using WHAM weights.

Table 3. Violated Distances between Individual Pairs of
Hydrogen Atomsa

atoms involved violations (nm)

atom 1/residue atom 2/residue H-REMD 8CMD

HB2/PRO-4 HN/ASP-6 0.056 0.046
HB2/PRO-4 HN/TRP-7 0.156 0.196
HB2/PRO-4 HB1/TRP-7 0.114 0.131
HB2/PRO-4 HE3/TRP-7 0.032 0.063
HG2/PRO-4 HN/TRP-7 0.070 0.053
HG2/PRO-4 HB1/TRP-7 0.063 0.054
HG2/PRO-4 HE3/TRP-7 0.083 0.072
HD1/TRP-7 HB2/GLU-9 0.061 0.091
HZ2/TRP-7 HB1/ASP-12 0.045 0.067
HB1/ASP-8 HB2/MET-11 0.055 0.021
HB1/ASP-8 HG1/MET-11 0.078 0.044
HB1/MET-11 HA/ASP-12 0.096 0.090
HE1/TRP-15 HD1/PRO-18 0.063 0.010
a The list includes all hydrogen pairs involved in interproton inter-

residue distances violated by more than 0.05 nm with respect to the
NMR data in either the H-REMD or the 8CMD simulation.
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lated structures. This finding is in agreement with previous
reports45 indicating that ensemble averages more accurately
reproduced NMR data than single structures.

4. Conclusions
Judging from the simulations on the CRT18 fragment
reported here, our novel H-REMD approach considerably
enhances conformational space sampling compared to clas-
sical MD, without affecting the computational effort. The
better sampling also involves structures with very small
Boltzmann weights, which, however, can potentially have
important biological functions. No direct comparison with
previous reports on H-REMD simulations on biological
macromolecules can be done because the simulation condi-
tions are too different, as described at the beginning of the
Results and Discussion section. Compared to T-REMD, our
approach allows a fine-tuning of the different simulation
conditions used for REMD to specifically influence those
degrees of freedom that are of greatest interest, or that are
believed to most strongly affect the dynamic properties of
the system being investigated. This allows a substantial
reduction in the number of replicas needed to perform a
REMD simulation, while still permitting an efficient con-
formational searching. Our results show that the data
produced by all the different force fields used for a H-REMD
simulation can be successfully combined with WHAM.
Furthermore, simulating with modified force fields does not
introduce structural artifacts, as demonstrated by the com-
parison with NMR data and with classical simulation
approaches. The results reported here support our premise
that acting on the frustration of nonbonded interactions
influences conformational-space sampling. Last, but not least,
our simulations favor the hypothesis that, contrary to what
has been observed for longer fragments of the calreticulin P
domain, CRT18 does not fold to a unique structure.
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Abstract: We examine the equilibrium limits of self-consistent field (Ehrenfest) mixed quantum-

classical dynamics. We derive an analytical expression for the equilibrium mean energy of a

multistate quantum oscillator coupled to a classical bath. We show that, at long times, for an

ergodic system, the mean energy of the quantum subsystem always exceeds the temperature

of the classical bath that drives it. Furthermore, the energy becomes larger as the number of

states increases and diverges as the number of quantum levels approaches infinity. We verify

these results by simulations.

1. Introduction
Mixed quantum-classical dynamics (MQCD), in which
selected quantum mechanical degrees of freedom are coupled
to a system of classical mechanical degrees of freedom, has
proved to be a useful complement to standard classical
molecular dynamics (MD) simulations. Quantum effects
including electronic transitions,1,2 proton tunneling, and zero-
point motion3-6 can be introduced within a computationally
tractable classical MD framework. A critical requirement for
the success of a MQCD theory is the proper treatment of
the “quantum backreaction”, the altering of the classical
forces due to transitions in the quantum subsystem.7-12 Two
widely used approaches for approximating the quantum
backreaction have emerged, “surface hopping”13-15 and
“Ehrenfest”.16-20 In both approaches, quantum transitions
arise in the same way, governed by the time-dependent
Schrödinger equation in which the time variation of the
Hamiltonian arises from the motions of the classical particles.
The methods differ only in the way the classical paths evolve.
In surface hopping, the forces derive from a single quantum
state, subject to sudden stochastic “hops” to different
quantum states. The Ehrenfest method is a self-consistent
field method; the forces governing the classical particles arise
from a weighted average of quantum states. Both the surface-
hopping and Ehrenfest methods allow for energy transfer
between the quantum and classical subsystems such that the

total energy is conserved, and both methods have proved
quite accurate in many applications.

We showed in a previous paper that, for a two-level
quantum system coupled to a many-particle classical bath,
the “fewest-switches” version of surface hopping13 correctly
obeys detailed balancing; the two-level system approaches
a quantum temperature equal to the classical temperature of
the bath.21 This is not necessarily the case for the Ehrenfest
method, as has been discussed by several authors,21-24

signaling a potentially serious deficiency of the method. We
previously derived a closed-form expression for the mean
energy of a two-level quantum system coupled by Ehrenfest
dynamics to a classical bath, showing that the quantum
subsystem approaches a temperature that is finite but higher
than the temperature of the classical bath to which it is
coupled.21 In this paper, we generalize our previous result
to a quantum subsystem composed of an arbitrary number
of quantum states. For the special case of equally spaced
quantum levels, we are able to obtain an exact, closed-form
expression for the mean energy of the quantum subsystem.
This expression shows, remarkably, that in the limit of an
infinite number of equally spaced levels, that is, a harmonic
oscillator, the mean energy of the quantum subsystem
approaches infinity no matter how low the classical temper-
ature that drives it. The populations of each state are not
equal in this limit, so the quantum subsystem does not
approach infinite temperature. However, the populations
decrease with increasing quantum number sufficiently slowly
so that the mean energy diverges.
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2. Two-Level Quantum Subsystem
In a previous publication,21 we derived a closed-form
expression for the equilibrium mean energy of a two-level
quantum subsystem coupled to an infinite number of classical
particles via the Ehrenfest self-consistent field approximation.
We recast the amplitudescR andcâ of quantum levelsR and
â into two new variables

and

The variablesX andY can be shown to behave as effective
classical variables.25 We derived a classical Liouville
equation for the probability distributionf(q,p,X,Y) of the
positionsq and momentap of the classical particles and the
variablesX andY.We then obtained the steady-state solution
of the Liouville equation, which produced the following
simple expression for the equilibrium mean energy of the
quantum subsystem in terms of the temperature,T, of the
classical bath:

where the energy of the lower quantum levelR is taken to
be zero,εâ is the energy of the upper levelâ, and kB is
Boltzmann’s constant. It can be shown with some algebra
that the mean energy of the quantum subsystem produced
by Ehrenfest dynamics, as given by eq 2, is always greater
than the desired Boltzmann energy

3. Three-Level Quantum Subsystem
We first generalize this result to a three-level quantum
subsystem and, later, to anN-level system. We follow the
same procedure as above. The three-level quantum subsystem
is described in an adiabatic basis. The wave functionsRq,
âq, andγq are the eigenfunctions of the quantum Hamiltonian
for fixed classical positionsq

The subscriptq indicates that the quantum Hamiltonian and
its eigenfunctions depend parametrically on the classical
positionsq. The eigenenergiesεR(q), εâ(q), and εγ(q), in
general, are also functions ofq; they are the adiabatic
potential energy surfaces for statesR, â, andγ, respectively.
We express the wave function of the quantum subsystem at
any timet as a linear combination ofRq, âq, andγq

wherecR(t), câ(t), andcγ(t) are the complex-valued expansion

coefficients. Substituting eq 5 into the time-dependent
Schrödinger equation gives a set of coupled differential
equations for the time-varying amplitudescR(t), câ(t), and
cγ(t):

where we have assumed, for simplicity of notation, that the
adiabatic wave functionsRq, âq, andγq are real-valued. The
nonadiabatic coupling vectordRâ is given by

Couplings between the other states are defined similarly.
Note that, because we have chosen the adiabatic representa-
tion, there is no potential energy term coupling the quantum
levels. Since the Ehrenfest method is invariant to choice of
representation,26 the results we derive here apply for any valid
representation. From eq 6, we obtain the time derivatives of
the populations.

Summing all parts of eq 8 demonstrates conservation of
norm. We define four independent effective classical phase
space variables for the quantum subsystem,U, S, W, andX,
in terms of the quantum amplitudes:

The variablesU, S, W, andX are the independent variables
required to characterize a three-state system. Whereas the
three complex-valued amplitudes introduce six variables, two
are not independent. The quantity|cR|2 is determined by
conservation of norm, and the variable

can be expressed as follows in terms of the independent
variables:

X ) |câ|2 ) 1 - |cR|2 (1a)

Y ) cR
* câ + câ

*cR (1b)

Eh ) 〈|câ|2〉εâ ) kBT -
εâ exp[-εâ/kBT]

1 - exp[-εâ/kBT]
(2)

EhBOLTZ )
εâ exp[-εâ/kBT]

1 + exp[-εâ/kBT]
(3)

HqRq ) εR(q) Rq (4a)

Hqâq ) εâ(q) âq (4b)

Hq γq ) εγ(q) γq (4c)

ψ(t) ) cR(t) Rq + câ(t) âq + cγ(t) γq (5)

c̆R ) - i
p
εRcR - q3 ‚dRâcâ + q3 ‚dγRcγ (6a)

c̆â ) - i
p
εâcâ + q3 ‚dRâcR - q3 ‚dâγcγ (6b)

c̆γ ) - i
p
εγcγ - q3 ‚dγRcR + q3 ‚dâγcâ (6c)

dRâ ) 〈Rq|∇qâq〉 (7)

d
dt

|cR|2 ) - q3 ‚dRâ(cR
* câ + câ

*cR) + q3 ‚dγR(cR
* cγ + cγ

*cR) (8a)

d
dt

|câ|2 ) q3 ‚dRâ(cR
* câ + câ

*cR) - q3 ‚dâγ(câ
*cγ + cγ

*câ) (8b)

d
dt

|cγ|2 ) q3 ‚dâγ(câ
*cγ + cγ

*câ) - q3 ‚dγR(cR
* cγ + cγ

*cR) (8c)

U ) |câ|2 (9)

S) |cγ|2 (10)

W ) câ
*cγ + cγ

*câ (11)

X ) câ
*cR + cR

* câ (12)

Y ) cγ
*cR + cR

* cγ (13)

Y ) (x4US- W2x4U - 4U2 - 4US- X2 + WX
2U

(14)
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From eqs 8-12, we obtain equations for the time derivatives
of the four effective classical variablesU, S, W, andX:

The two separate branches (() in eqs 17 and 18 can be
treated separately and, thereby, pose no mathematical dif-
ficulty. As the quantum subsystem evolves according to the
time-dependent Schro¨dinger equation, the classical subsystem
evolves self-consistently according to Hamilton’s equations
of motion. As for the two-level case, the phase space
variables of the classical subsystem are (q, p) whereq and
p are the positions and momenta, respectively, of theNc

number of classical particles. For simplicity of notation, we
assume that the classical variables have been transformed
into a frame in which the quantum system is coupled to only
a single component of momentum,p1. As shown elsewhere,27

using mass-weighted coordinates, this can be achieved for
any pair of quantum levels. We assume further that all of
the nonadiabatic couplings are in the same direction. The
latter is not true in general, but since detailed balance is a
statement about the forward and backward transition rates
between a pair of quantum states, this simplification cannot
affect the final results. As a result of these simplifying
assumptions, the dot products can be replaced by scalar
multiplications in eqs 15-18. The backreaction of the
quantum subsystem on the classical subsystem is incorpo-
rated as the Hellmann-Feynman force, which acts only on
classical momentum 1.

Now equipped with the time derivatives of the phase space
variables (quantum and classical), we proceed to derive the
probability distribution functionf(q,p,U,S,W,X), which obeys
the Liouville equation (see McQuarrie28)

The functionf(q,p,U,S,W,X) that satisfies eq 20 is

whereA is a normalization constant and

Equation 22 is the probability distribution function which
determines any average properties of the three-state quantum
subsystem. Because we have carried out the derivation in
the adiabatic representation in which the Hamiltonian is
diagonal, the energy of the quantum subsystem depends only
on the probabilities|cR|2, |câ|2, and |cγ|2. We can then
integrate eq 22 over dW and dX to obtain the un-normalized
probability distribution in variablesU andS

The probability distribution functiongU,S(U,S) is a function
of only two independent variables,U and S, that is, |câ|2
and |cγ|2, since the population of the ground state|cR|2 can
be expressed in terms of the other two populations in
accordance with conservation of norm. The simple product
form of eq 23 appears deceptively simple. We note that the
state populations are not independent as a simple product
might suggest but are correlated because of the constraints
that 0< |ci|2 < 1 for each statei, and the sum over all states
of |ci|2 is unity.

4. N-Level Quantum Subsystem

It is straightforward to generalize eq 23 to obtain the un-
normalized probability distribution for an arbitrary number
of quantum levels,N:

with the constraints 0< |ci|2 < 1 for each statei, and the
sum over all states of|ci|2 is unity. As for the three-level

U̇ ) - q3 ‚dâγW + q3 ‚dRâX (15)

Ṡ) q3 ‚dâγW - q3 ‚dγRY (16)

Ẇ ) 2(U - S)q3 ‚dâγ - q3 ‚dγRX + q3 ‚dRâY (
(εγ - εâ)

p
x4US- W2 (17)

Ẋ ) 2(1 - 2U - S)q3 ‚dRâ + q3 ‚dγRW - q3 ‚dâγY (
(εR - εâ)

p
x4U - 4U2 - 4US- X2 (18)

p̆1 ) -
∂V(q)
∂q1

- ∂

∂q1
〈ψ(t)|Hq|ψ(t)〉

) -
∂V(q)
∂q1

- (εγ - εâ)dâγW - (εâ - εR)dRâX -

(εR - εγ)dγRY (19)

∂f

∂t
) ∑

i)1

Nc [pi

m

∂f

∂qi

-
∂V

∂qi

∂f

∂pi
] +

∂(fU̇)

∂U
+

∂(fṠ)

∂S
+

∂(fẆ)

∂W
+

∂(fẊ)

∂X
+

∂f

∂p1

[-(εγ - εâ)dâγW - (εâ - εR)dRâX -

(εR - εγ)dγRY] ) 0 (20)

f(q,p,U,S,W,X) ) A e-V(q)/kBT ∏
i)1

Nc

e-pi
2/2mkBT g(U,S,W,X) (21)

g(U,S,W,X) ) 1

π2
(4US- W2)-1/2(4U - 4U2 -

4US- X2)-1/2 exp[-
U(εâ - εR)

kBT ]
exp[-

S(εγ - εR)

kBT ] exp(-
εR

kBT)
)

1

π2
(4US- W2)-1/2(4U - 4U2 -

4US- X2)-1/2 exp[-( ∑
i)R,â,γ

|ci|2εi)/kBT] (22)

gU,S(U,S) ) ∫W)-x4US
+x4US ∫

X)-x4U-4U2-4US
+x4U-4U2-4US g(U,S,W,X) dW dX

) exp[-
U(εâ - εR)

kBT ] exp[-
S(εγ - εR)

kBT ]
exp(-

εR

kBT) ) exp(-
1

kBT
∑

i)R,â,γ

|ci|2εi) (23)

g2,3,..N(|c2|2,|c3|2,... |cN|2) ) exp(-
1

kBT
∑
i)1

N

|ci|2εi) (24)
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case, the probability distribution functions are correlated
because of the constraint of conservation of norm.

We now derive the mean energy of anN-state quantum
subsystem, using eq 24 for the probability distribution of
the populations:

The ground-state energyε1 is assumed to be zero for
convenience. The integrations limits in eq 25 result from
conservation of norm; that is, the constraint that the sum of
all probabilities be unity. Equation 25 is the basic result of
this paper. The equilibrium mean energy of the quantum
subsystem by the Ehrenfest method depends only on the
energies of the quantum levels and is independent of the
coupling strength. It is also clearly not a Boltzmann
distribution, as shown below.

In the special case that the energy levels of the quantum
subsystem are nondegenerate and equally spaced, eq 25 can
be integrated to obtain a closed-form expression for the mean
energy. Assume there areN quantum states with energies 0,
ε, 2ε, ...(N - 1)ε. The integration of eq 25 gives the simple
result

Note that the mean energy is proportional toN - 1, the
number of quantum states minus 1. Thus, for an infinite
number of states, that is, for the harmonic oscillator, the
equilibrium mean energy of the quantum subsystem is infinite
at any finite temperature of the classical bath.

5. Simulations
To verify the derived expression for the Ehrenfest mean
energy of anN-level system with equal energy spacing, eq
26, we have carried out numerical simulations. The classical
subsystem is represented by a linear chain ofNc particles,
coupled to each other by anharmonic, nearest-neighbor
potentials given by

where

and qNc+1 is a fixed position. Anharmonic interactions are

required to achieve ergodicity, that is, to ensure that the
system achieves a true equilibrium independent of the
classical and quantum initial conditions. This was verified
numerically. The quantum subsystem is anN-level system
coupled to atom 1 of the classical chain. The assumption
that the quantum subsystem is coupled only to the first atom
of the chain is for convenience only; it does not affect any
of the conclusions. The quantum energy levels and non-
adiabatic couplings are taken to be independent ofq. The
number of classical atoms in the chain was typically chosen
to be 20. A Langevin friction constantγ and white random
force F(t) were imposed on atom numberNc of the chain,
the one most distant from the quantum subsystem, to ensure
that the classical subsystem maintained the correct canonical
ensemble equilibrium.F(t) is a Gaussian random variable
of width given by29

whereδ is the time step of the integration. The parameters
in eqs 28 and 29 were chosen to be the same as those in a
previous publication,21 V0 ) 175 kJ/mol,a ) 4.0 Å-1, γ )
1014 s-1, andm) 12 amu. The classical equations of motion
were integrated using a modified Beeman algorithm.29,30

The quantum equations of motion, describing the time
evolution of the complex expansion coefficients of the wave
function ψ

were integrated using the fourth-order Runge Kutta algo-
rithm.31 In our one-dimensional linear chain model, the term
R4 ‚dkj is replaced byp1dkj/m as discussed earlier. The
nonadiabatic couplingsdkj between quantum statesk and j
are given by the expression

In the above equation,δk,j is the Kronecker delta. The energy
gap ε between adjacent levels was chosen to be 35.9 kJ/
mol, and mH was 1 amu. Ehrenfest simulations were
performed for a number of quantum states,N ) 2, 4, 6, 8,
and 10, and forε/kBT ranging from 0.54 (high temperature)
to 2.16 (low temperature). The equilibrium averages of the
Ehrenfest simulations were obtained from an ensemble of
20 trajectories, each typically 50 ps in length, with a time
step e 0.005 fs. The initial 20 ps was neglected in the
averages to remove any dependence on initial conditions.
The same equilibrium populations were obtained whether
the quantum system started initially in any pure state or in
a linear combination of quantum states, confirming that the
system is indeed ergodic and that the averages correspond
to true equilibrium averages, within statistical uncertainties.
For low temperatures (ε/kBT > 2) and largeN values (N >

Eh ) {∫0

1
d|c2|2 ∫0

1-|c2|2 d|c3|2 ∫0

1-|c2|2-|c3|2 d|c4|2 ...

∫
0

1-∑
i)2

N-1

|ci|2 d|cN|2(∑
i)2

N

εi|ci|2) exp(-1

kBT
∑
i)2

N

εi|ci|2)} /
{∫0

1
d|c2|2 ∫0

1-|c2|2 d|c3|2 ∫0

1-|c2|2-|c3|2 d|c4|2 ...

∫
0

1-∑
i)2

N-1

|ci|2 d|cN|2 exp(-1

kBT
∑
i)2

N

εi|ci|2)} (25)

Eh )
(N - 1)[1 + ε/kBT - exp(ε/kBT)]kBT

1 - exp(ε/kBT)
(26)

V(q) ) ∑
k)1

Nc

VM(qk - qk+1) (27)

VM(q) ) V0(a
2q2 - a3q3 + 0.58a4q4) (28)

σ ) (2γmkBTδ-1)1/2 (29)

ipc̆k ) ckεk - ip∑
j)1

N

R4 ‚dkj (30)

dkj )
-ε

2x mH

2p2
ε
(xj δk-1,j + xj-1 δk-1,j-2)

εj - εk

j * k; j ) 1, ...N; k ) 1, ...N

dkk ) 0 (31)
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6), the length of each trajectory was in the 200-600 ps range,
with the initial 100-400 ps neglected, since a longer time
was required to achieve equilibrium.

6. Results
Figure 1 shows the mean energy of anN-level quantum
system, with equally spaced energy levels, as derived for
the Ehrenfest method, eq 26. Also shown are simulation
results forN ranging from 2 to 10 and forε/kBT ) 0.54 and
2.16. The simulations are in full agreement, within statistical
uncertainties, with eq 26. As shown in Figure 1, the Ehrenfest
result differs substantially from the desired Boltzmann
distribution for anN-state quantum system

The Ehrenfest mean energy does not converge asN increases,
in contrast to the Boltzmann mean energy, which closely
approaches its asymptotic limit byN ) 10 for the parameters
of Figure 1.

The Ehrenfest mean energy also deviates from the classical
expression for the mean energy of a simple harmonic
oscillator, EhCL ) kBT. In the limit, asN f ∞, it is clear
that, at any nonzero temperature, no matter how low, the
mean energy of the Ehrenfest quantum subsystem diverges,
Eh f ∞, as shown in Figure 1. This is a nonphysical
result.

Figure 2 shows the mean energy of the quantum sub-
system, for number of quantum levelsN ) 6, as a function
of the unitless energyε/kBT, that is, as a function of inverse
temperature. As shown in Figure 2, the closed-form expres-
sion for the Ehrenfest mean energy, eq 26, is further verified
by the simulations. The Ehrenfest mean energy is again seen
to deviate substantially from both the quantum and classical
Boltzmann mean energies. For comparison, the results of
fewest-switches surface-hopping simulations, carried out by
the procedure of a previous reference,21 are also shown in

Figure 1. Mean energy of a quantum oscillator with equally
spaced energy levels, as a function of the number of quantum
states, N. The dashed lines are the mean energies ob-
tained by the Ehrenfest method, from eq 26, for ε/kBT ) 0.54
(- - -) and ε/kBT ) 2.16 (- - -). The circles and triangles are
the Ehrenfest mean energies obtained from simulations for
ε/kBT ) 0.54 and 2.16, respectively, confirming the validity of
eq 26. Note that the Ehrenfest mean energy does not
converge with increasing N. The mean Boltzmann energy as
a function of N is shown for comparison for ε/kBT ) 0.54 (s;
heavy line) and ε/kBT ) 2.15 (s; light line).

EhBOLTZ )

∑
i)1

N

εi e-εi/kBT

∑
i)1

N

e-εi/kBT

(32)

EhBOLTZ,∞ )
ε exp(-ε/kBT)

1 - exp(-ε/kBT)
(33)

Figure 2. Mean energy of the quantum oscillator with six
equally spaced energy levels as a function of inverse tem-
perature. Triangles are the mean energies obtained by the
Ehrenfest simulations. The dotted line is the analytical expres-
sion, eq 26, which agrees with the Ehrenfest simulations within
statistical uncertainties. The horizontal dashed line is the mean
energy at infinite temperature, i.e., when all six states are
equally populated. The dash-dot shows the classical mean
energy of a harmonic oscillator, kBT. The solid curve shows
the energy obtained from a Boltzmann distribution of popula-
tions for the six-level system. Squares are the results of
fewest-switches surface-hopping simulations, as described
elsewhere,21 showing that surface hopping does achieve the
correct Boltzmann equilibrium limit for the quantum sub-
system.

Figure 3. Ensemble averaged populations as a function of
time for a quantum oscillator with six equally spaced energy
levels, from an Ehrenfest simulation. The simulation was
carried out at ε/kBT ) 1.44. The quantum subsystem was
started in the ground state (n ) 0). However, the final steady-
state populations do not depend on the initial state. Red,
green, blue, and magenta correspond to n ) 0, 1, 2, and 3,
respectively. The horizontal lines show the Boltzmann popula-
tions at ε/kBT ) 1.44. Only the first four levels are shown for
clarity.
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Figure 2. The surface-hopping results agree with the quantum
Boltzmann results within statistical uncertainty. This offers
additional verification of our previous demonstration that
fewest-switches surface hopping satisfies detailed balance
rigorously.21

Figure 3 shows an Ehrenfest simulation of the time
evolution of the quantum state populations for a six-state
quantum subsystem of equally spaced levels (only the four
lowest-energy levels are shown), with 50 trajectories in the
ensemble. It can be seen from Figure 3 that the Ehrenfest
state populations, while not equal, are relatively close in
magnitude, in contrast to the Boltzmann populations (hori-
zontal dashed lines).

7. Conclusions

We have analyzed the long-time, equilibrium limit of the
Ehrenfest MQCD method using a Liouville-like equation for
the time evolution of the distribution function of the phase
space variables. We find that the Ehrenfest method fails to
achieve the correct long-time, equilibrium state; the quantum
subsystem does not approach the same temperature as the
classical bath that drives it. Rather, the populations of
quantum levels are non-Boltzmann, and the mean energy of
the quantum subsystem is too high. For the particular case
of a quantum oscillator withN equally spaced levels in
contact with a bath of an infinite number of classical particles,
we have derived a simple closed-form analytical expression
for the equilibrium mean energy of the quantum subsystem.
We have verified this expression via simulations. The
equilibrium Ehrenfest mean energy can be significantly
higher than that given by the Boltzmann distribution of
populations and nonphysically diverges with increasingN.
The quantum subsystem does not approach infinite temper-
ature in this limit; the level populations decrease with
increasing energy, but do so sufficiently slowly so that the
mean energy diverges.

The failure of the Ehrenfest method to achieve the correct
thermal equilibrium is a result of the fact that the squares of
the quantum amplitudes,|ci|2, which are the phase space
variables for the quantum subsystem, are continuous, clas-
sical-like variables. Thus, the expectation value of an
observable requires integration over d|ci|2, rather than a
discrete sum overi, that is, over the diagonal elements of
the density matrix. As the number of statesN increases, the
number of integration variables d|ci|2 in the Ehrenfest theory
increases proportionally, whereas the correct quantum result
remains a sum over a single variablei. The consequence of
this is that the effective volume of phase space corresponding
to a particular energyE increases nonphysically with
increasingE, giving rise to a higher average energy than
the correct quantum Boltzmann result.

Failure of Ehrenfest MQCD to achieve the correct equi-
librium state may seriously limit its applicability. Certainly,
this prohibits its use to compute equilibrium properties. In
addition, applications of the Ehrenfest method to study the
rate of approach to equilibrium, such as energy relaxation,
solvent reorganization, or nonradiative decay, must be carried
out with caution. More generally, detailed balance relates

the equilibrium populations of two states to the ratio of
forward and backward rates. If detailed balance is not
satisfied, then at least one of the rates must be in error,
possibly affecting even short time dynamics. As demon-
strated previously,21 the alternative, widely used MQCD
method, fewest-switches surface hopping, does not suffer
from this deficiency; at long times, the quantum and classical
subsystems rigorously approach the same temperature.
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Abstract: A bisection sampling method was implemented in path integral simulations of chemical

reactions in solution in the framework of the quantized classical path approach. In the present

study, we employ a combined quantum mechanical and molecular mechanical (QM/MM) potential

to describe the potential energy surface and the path integral method to incorporate nuclear

quantum effects. We examine the convergence of the bisection method for two proton-transfer

reactions in aqueous solution at room temperature. The first reaction involves the symmetrical

proton transfer between an ammonium ion and an ammonia molecule. The second reaction is

the ionization of nitroethane by an acetate ion. To account for nuclear quantum mechanical

corrections, it is sufficient to quantize the transferring light atom in the ammonium ion-ammonia

reaction, while it is necessary to also quantize the donor and acceptor atoms in the nitroethane-

acetate ion reaction. Kinetic isotope effects have been computed for isotopic substitution of the

transferring proton by a deuteron in the nitroethane-acetate reaction. In all computations, it is

important to employ a sufficient number of polymer beads along with a large number of

configurations to achieve convergence in these simulations.

Introduction
The incorporation of nuclear quantum mechanical effects into
simulations of chemical reactions in solution and in enzymes
is a challenging task because it is necessary to average over
protein conformations and solvent configurations.1-3 These
effects, including zero-point energy and tunneling, are
particularly significant for proton and hydride transfer
reactions, which are ubiquitous in chemical and enzymatic
processes.1 A widely used approach to probe quantum
mechanical tunneling is through measurements of primary
and secondary kinetic isotope effects.4 For example, in two
of the most extensively studied enzyme reactions,5-8 the
hydride transfer reaction by liver alcohol dehydrogenase5,6,9,10

and the proton-transfer reaction by methylamine dehydro-
genase7,8,11 have been shown to have significant tunneling
contributions. Both experimental and computational studies

suggest that tunneling makes little contributions tocatalysis,2

which is related to the rate enhancement by an enzyme
relative to the uncatalyzed process in water. It is, neverthe-
less, essential to include quantum mechanical effects to
determine kinetic isotope effects and to estimate the reaction
rates quantitatively.1,3,12Furthermore, a number of theoretical
studies have shown that the inclusion of zero point energy
can reduce free energy barriers by 2-3 kcal/mol for enzyme
reactions.10,13,14

Several simulation methods have been used to determine
kinetic isotope effects in enzymatic reactions, including the
ensemble-averaged variational transition state theory with
multidimensional tunneling (EA-VTST),9 discretized path
integral simulations,15-17 and a multiconfiguration wave
function method.10 These methods have been applied to
several enzymatic reactions with good accord between the
calculated and experimental kinetic isotope effects.1 The EA-
VTST approach also has the advantage of separating
contributions from bound vibrations and tunneling, providing
further insights into the reaction mechanism. In this paper,
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we describe the implementation of a bisection sampling
algorithm in centroid path integral simulations and examine
the convergence properties in these calculations for two
proton-transfer reactions in solution;18-20 the first system is
a model reaction of [H3N-H-NH3]+ and the other is the
proton abstraction of nitroethane by acetate ion, modeled for
the enzymatic process in nitroalkane oxidase. We implement
an approach similar to that described by Hwang et al.15,16

and by Sprik et al.,21 in which the quantum mechanical
effects are incorporated into the rate calculation through a
transmission coefficient by correcting the classical potential
of mean force (PMF) obtained from Monte Carlo or
molecular dynamics simulations.2,3,22 Thus

wherekqm is the quantum mechanical rate constant andkTST

is the classical transition state theory (TST) rate constant.
In general, the transmission coefficient in eq 1 is a product
of the deviation from equilibrium behavior, the classical
dynamic recrossing factor,Γ, and the quantum mechanical
correction,κ.2,3 Here, we focus on the quantum mechanical
contributions, which are defined as follows15,16

where â ) 1/kBT, kB is Boltzmann’s constant,T is the
temperature, andGqm

q and GTST
q are the quantum and

classical free energy of activation, respectively.
Although the quantum mechanical free energy of activa-

tion, Gqm
q , can be obtained directly by using centroid path

integral molecular dynamics simulations,23-27 Hwang et al.
noted that it is more convenient to evaluate the free energy
difference, Gqm

q - GTST
q , in eq 2.15,16 Thus, rather than

carrying out a full centroid path integral simulation directly,
one performs classical molecular dynamics simulations to
obtain the potential of mean force along a reaction coordinate,
and then a quantum correction is made along the classical
reaction path.15,28This provides a quantum correction to the
classical results. A similar idea was originally described by
Sprik et al.,21 who proposed a procedure to obtain quantum
mechanical averages through free-particle path integral
sampling over classical configurations from molecular
dynamics or Monte Carlo simulations.

In eq 3, the inner average〈A〉 Κ
FP represents the quantum

average of propertyA by path integral sampling of free-
particles over a fixed configurationΚ, in which the center
of mass (centroid) positions are constrained to those of the
classical particle positions. The outer average is over
“classical” configurations. This double averaging strategy is
the essence of the quantized classical path (QCP) method
exploited by Hwang et al.,15 which employs the trajectory
obtained from classical molecular dynamics simulations to
obtain the QM correction by performing free-particle path
integral averaging. The QCP method can be used to treat
nuclear QM effects in macromolecular systems, and it has
been applied to several enzymatic reactions.15,17,29,30

A central issue in path integral simulations is convergence.
It appears that a direct sampling procedure was used in
previous QCP applications to enzymatic reactions. Åqvist
and co-workers used the QCP approach to calculate the
kinetic isotope effect in the proton-transfer reaction catalyzed
by glyoxalase I.17 In this study, 20 particle-beads were used
to describe the quantized paths, and for each classical
configuration, 1, 5, and 10 Monte Carlo Metropolis steps
were used, respectively, to obtain the quantum corrections.
In another calculation, a total of 20 000 free-particle con-
figurations were used for 18 beads along the entire reaction
coordinate for an enzymatic reaction.30 Other studies indicate
that more extensive path integral sampling might be needed
even for a dilute hard-sphere system.21 In the present study,
we use a bisection free-particle sampling method,19 coupled
with the QCP approach to enhance convergence.15 The
convergence properties of the method are scrutinized with a
view to arrive at a practical scheme for condensed phase
simulations. Here, we present results for the two model
proton-transfer reactions in aqueous solution mentioned
above. The first reaction is the symmetric proton transfer
between an ammonium ion and an ammonia molecule
(reaction I). The second reaction is between nitroethane and
an acetate ion (reaction II)

The convergence of the QM correction to the classical PMF
is analyzed with respect to the sampling of the path-integrals,
the solution phase classical configurations, and the number
of ring polymer beads. The conclusions from the current
work will be useful in future simulations of solution phase
and enzymatic reactions.

Theoretical Background
The centroid quantum mechanical partition function for a
ring of P quasi-particles or beads in the discrete path integral
form is given as follows31

whereâ ) 1/kBT, P is the number of quasi-particles of the
discrete path, and the average or centroid position,xj, of the
quasi-particle positions,{xi;i ) 1, ‚‚‚ P}, is defined as

In eq 4, the effective potentialV qm(x1, ‚‚‚, xp) is given by

andΛ is the thermal de Broglie wavelength

NH4
+ + NH3 f NH3 + NH4

+

CH3CO2
- + CH3CH2NO2 f CH3CO2H + CH3ChHNO2

QP
qm ) ∫dxj( 1

4πΛ2)P/2 ∫dx1 ‚‚‚ ∫dxPe-âVqm
(4)

xj )
1

P
∑
i)1

P

xi (5)

V qm(x1, ‚‚‚ ,xp) )
1

4âΛ2
∑

k

P

(xk - xk+1)
2 +

1

P
∑

k

P

U(xk)

(6)

Λ ) ( âp2

2mP)1/2

(7)

kqm ) γkTST (1)

κ ) e-â(Gqm
q -GTST

q ) (2)

〈A〉 ) 〈〈A〉 Κ
FP 〉CM (3)
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wherem is the mass of the particle. Thus, each quasiparticle
is connected by a harmonic spring with its two neighbors
and is subjected only to a fraction, 1/P, of the full classical
potential,U(xi). The discrete paths are circular withxP+1 )
x1. The exact QM partition function is obtained in the limit

In the quantized classical path (QCP) approach,15 Warshel
and co-workers showed that the QM correction to classical
free energy along a reaction path can be determined by a
double average of classical and free-particle path integral
simulations, making use of the assumption that the centroid
positions coincide with the classical coordinates.24,32 Thus

whereQP
cm is the reference classical (CM) partition func-

tion, and∆Uk ) U(xk) - U(xj). Here, the outer average<
‚‚‚ > U(xj) is obtained according to the distribution generated
by propagating classical molecular dynamics or Monte Carlo
simulations using the potentialU(xj). The inner average<
‚‚‚ > FP,xj is over the free particle distribution, in the absence
of any external potential15

where the integration of beads is constrained at the centroid
positionxj. The advantage of this formulation is that one can
sample the free particle (FP) distribution (i.e. the quasi-
particle polymer rings) separately at each CM configuration
(i.e. centroid position) and then average over all CM
configurations obtained from molecular dynamics simula-
tions.

Computational Details
A. Convergence. Although eqs 9 and 10 provide a very
appealing framework for obtaining quantum averages by
carrying out classical simulations on a classical potential
U(xj), a main practical problem is that most configurations
obtained from the free-particle sampling procedure (inner
average of eq 9) have very small contributions to the total
average in the external potentialU(xj). Only a tiny fraction
of the free particle configurations have sufficiently large
probabilities in the actual physical environment. Thus, unless
an efficient free particle sampling procedure is used, it would
be very difficult to achieve convergence using eq 10.

In principle, it is possible to find a subset of free particle
configurations that carry the greatest weight to the path
integral average in QCP calculations. However, for a given
potential energy surface, these free particle configurations
are generally not known, unless the potential energy surface
and Hessian for each classical configuration have been

enumerated.27 Therefore, it is necessary to comprehensively
sample the free particle distribution. Moreover, to ensure
convergence from PI calculations, it is necessary to increase
the number of beads until the desired property is converged.
We have often encountered diverging averages in the
quantized classical path approach as the number of particle
beads is increased if a direct sampling procedure is used for
the free particle distributions. This is because the spring
connecting the polymer beads becomes increasingly stiff as
the number of beads increases, which makes it more difficult
to sample. In fact, the equilibration time of the slowest
mode in the ring polymer scales as (P/π)2 whereP is the
number of beads.19,20 It has been noted that standard
Metropolis Monte Carlo and molecular dynamics simulations
are not the optimal choice as a free particle sampling
algorithm.33

In the present study, we employed the bisection scheme
introduced by Ceperley and co-workers,19,20which turns out
to be the most effective method in our application. Here,
the free-particle distribution can be sampled exactly because
it is a Gaussian of known mean and width

where the variant of the Gaussian is the square of the de
Broglie wavelengthσ ) Λ2, and

We have implemented the bisecting method proposed by
Ceperley in QCP calculations,19 which is a combination of
multilevel Monte Carlo20 and the Le´vy construction for
sampling a free particle path.34 The bisection method takes
advantage of the fact that the density matrix at a given
temperature may be written as the integral of two density
matrices at a higher temperature.19 Thus one can accurately
sample the free-particle distribution at a higher temperature
and more effectively explore the configurational space. The
present bisection quantized classical path sampling is called
BQCP.18

Specifically, for each free particle move, we select a
random sequence ofN-1 consecutive beads in the polymer
ring, whereN ) 2l and l is called the level of bisection.19

The ends of the bead sequence are fixed atri and ri+N. In
principle, the two endpoints could be the same bead, when
the entire polymer ring is sampled at each step, which will
generate entirely uncorrelated configurations. At the coarsest
level of bisection,k ) l, the position of the bead in the
midpoint of the sequence is first sampled, which is placed
at the geometrical center of the two end points and randomly
displaced according to the Gaussian distribution of width
2l-1σ, ri+N/2 ) (ri + ri+N)/2 + ê, whereê is the random
displacement vector. Having sampled theri+N/2 point, we
bisect the two new intervals, (ri,ri+N/2) and (ri+N/2,ri+N) at the
next bisection levelk ) l - 1 with the distribution width
2l-2σ, to sample points atri+N/4 and ri+3N/4. This bisecting
procedure continues recursively until levelk ) 1, where all
N-1 beads have been sampled. As in the single bead
sampling, the acceptance ratio for such a “Monte Carlo”

Qqm ) lim
Pf∞

QP
qm (8)

Gqm
q (xj) - GTST

q (xj) ) - 1
â

ln
QP

qm

QP
cm

)

- 1
â

ln , e-â/P∑k
P∆Uk > FP,xj > U(xj) (9)

< e-â/P∑k
P∆U(xk) > FP,xj )

∫δ(xj)e-â/P∑k
P∆U(xk)e-1/4âΛ2∑k

P(xk-xk+1)2
dx1 ‚‚‚ dxP

∫δ(xj)e-1/4âΛ2∑k
P(xk-xk+1)2

dx1 ‚‚‚ dxP

(10)

F(xi,xm;â/P) ) ( 1
4πσ)1/2

e(xi-xm)2/2σ (11)

xm )
(xi-1 + xi+1)

2
(12)
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move will be 100% since the new positions are drawn from
the accurate free-particle distribution.19 After each move, the
polymer ring is recentered at the classical position to enforce
the centroid constraint. In our implementation, the Box-
Muller transformation is used to generate the random
displacements with a Gaussian distribution.35

The BQCP method has been implemented in the CHARMM
simulation package36 in version c32a2 in a serial and a
parallel version. The quantum correction to the classical PMF
curves were fitted to an inverse Eckart potential using the
Levenberg-Marquardt nonlinear optimization method.35 The
QM correction along the reaction coordinate is assumed to
be a smooth, continuous function.18

B. Potential Energy Function. To describe nuclear
quantum effects in aqueous phase reactions, it is essential
to employ a potential energy function that can describe the
bond breaking and formation process. We adopted a strategy
that combines a quantum mechanical model with a molecular
mechanical force field, or combined QM/MM potential, in
molecular dynamics simulations. Thus, the solute molecules
are treated by quantum mechanics, and the solvent is
represented by the three-point charge TIP3P model for
water.37 The total energy of the system is

whereEQM is the solute energy,EMM is the solvent energy,
while EQM/MM is the energy term for interactions between
QM and MM atoms. Combined QM/MM methods have been
used to study a variety of chemical reactions in the gas-
phase, and in condensed phases, including enzymes, and have
been described in a number of review articles.38-42

In the proton transfer between two ammonia molecules
the standard AM1 semiempirical Hamiltonian was employed,
as it has been shown to give reliable results for this system
(Table 1). However, for the nitroethane-acetate reaction,
neither the AM1 nor the PM3 method yielded satisfactory
energetic results in comparison with ab initio data at the G3
level. Thus, we developed a set of reaction specific param-
eters (AM1-SRP), using AM1 as a starting point for a full
nonlinear optimization of the parameter space.43 The param-
etrization was performed in a stepwise manner, at each step
allowing additional parameters to be optimized simulta-
neously. The process commenced with the Uss, Upp, âs, and
âp parameters allowing changes up to 15% from the original
AM1 values. At the second step theús, úp, andR parameters
were also allowed to change up to 10%, while the subsequent
step allowed the Gaussian terms L and M to change up to
5%, followed by the K Gaussian terms, which were also
allowed to change by the same amount. At the final level of
optimization, the 2 electron terms Gss, Gsp, Gpp, Gp2, and Hsp

were allowed to change up to 2.5%. Thereafter, the param-
eters were further optimized to fine-tune the fit to the target
data. Only gas-phase molecular descriptors for the reactant
and product states were employed as target data in the
parametrization process. The descriptors used were molecular
heats of formation available for three of the four reactant/
product species (acetic acid, acetate, and nitroethane). The
remaining heat of formation (nitroethyl anion) was obtained
from the three other heats of formation and the computed
G3 reaction energy. Additionally, MP2/6-31+G(d) bond
distances and angles as well as selected frequencies were
used as target data. To allow for an accurate description of
the charge distribution in the molecules, Mu¨lliken charges
and dipole moments (for the neutral species) computed at
the MP4/6-31+G(d) level were used as target data; however,
the charge restraint was used primarily to ensure balanced
charge polarization rather than strictly fitting these charges.
Such a careful parametrization protocol yields an inexpen-
sive, yet highly accurate Hamiltonian that is suitable for QM/
MM simulations. The final AM1-SRP yielded a reaction
energy of 8.0 kcal/mol in good agreement with the G3 value
of 9.8 kcal/mol (Table 1),44 and these parameters have been
given in ref 45.

C. Simulation Details. The solutes were embedded in
cubic boxes of water molecules. In the case of reaction I the
size of the box was 25 Å3 giving a total of 502 water
molecules. In reaction II, the system dimensions were∼30
Å3, resulting in 898 water molecules. Internal water bond
distances were constrained to the experimental value using
the SHAKE algorithm in all simulations.

In reaction I a spherical group based cutoff of 14 Å was
used for both van der Waals and electrostatic interactions.
However, for reaction II we employed the particle-mesh
Ewald summation method for QM/MM simulations46 to
obtain high-accuracy results enabling direct comparison with
experimental data. In these simulations, the van der Waals
cutoff was group-based and set to 9.5 Å. All simulations
employed molecular dynamics propagated using the leapfrog
Verlet algorithm with a 1 fstime step.47 Periodic boundary
conditions were used together with the canonical ensemble
(NVT) for reaction I and the isobaric-isothermal ensemble
(NPT) for reaction II, both at 25°C. For each simulation
(or window, see below), 100 ps of equilibration was first
carried out, which was followed by averaging for 100 ps.

The potential of mean force (PMF) profiles were obtained
using the umbrella sampling technique.48,49According to this
approach the reaction is divided into a series of windows,
and in each window a biasing potential (umbrella potential)
is applied to allow the reaction to climb over the barrier
within the time frame of molecular dynamics simula-
tions. The effect of the biasing potential is subsequently
removed when the separate windows are combined to
produce the PMF profile. This was done using the weighted
histogram analysis method.50 In the current simulations,
between 7 and 15 windows were used to span the reaction
coordinates for reactions I and II. The reaction coordinates
were defined as the difference between the breaking and
forming bonds.

Table 1. Reaction and Transition Statea Energies for
Reactions I and II

AM1 AM1-SRP ab initio

reaction I 0.0 (3.3) ND 0.0 (2.6)b

reaction II -9.6 (3.1) 7.5 (11.7) 9.8c(12.5)d

a Transition state energies in parentheses. b Reference 51. c Ref-
erence 45. d MP2/6-31+G(d)// MP2/6-31+G(d).

ET ) EQM + EQM/MM + EMM (13)
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Results and Discussions
A. Proton Transfer between NH4

+ and NH3. The computed
classical free energy barrier for reaction I (Figure 1A) is in
reasonable agreement with previous results of Garcia-Viloca
et al.,13 although the currently computed barrier of 6.13 kcal/
mol (Figure 2) is lower than in that work (11 kcal/mol). The
reason for the difference is the use of a fixed nitrogen
distance of 3 Å in the previous study,13 whereas this
geometrical parameter was not constrained in the present
simulations. This view is supported by two-dimensional PMF
simulations performed for this reaction, which showed that
the optimal heavy atom distance for proton transfer is ca.
2.6 Å.51

We estimated the quantum correction to the classical
reaction profile for the proton transfer reaction using the
classical trajectories that were saved every 100 integration
steps. Initially it is of interest to compare the performance
of the QCP method between the standard Metropolis
sampling and the bisection sampling of free particles. The
use of standard Metropolis sampling with QCP for enzymatic
systems has been shown to yield excellent results even with
a small number of configurations.17 However, we were
unable to obtain converged results with standard Metropolis
sampling of the free particles.19 Nevertheless, we found that
the QCP method coupled with the bisection algorithm

converges quickly and obtained reasonable results for model
systems.18 Thus, a systematic comparison between the
different sampling schemes for a chemical reaction in the
condensed phase is presented. The result of such a compari-
son of the two sampling methods for reaction I is shown in
Figure 3. This test case used 16 beads for each of the three
atoms directly involved in the proton transfer (N-H- - -N),
similar to the number of beads used in related PI studies.17

A total of 7000 classical configurations (corresponding to
1000 sets of coordinates from each of the 7 windows used
in the classical umbrella sampling simulations, spanning 700
ps) saved at 0.1 ps intervals were used, and each classical
point was subjected to 100 MC steps of free particle path
integral sampling. This scheme is denoted by (7K/100). It
is evident from the results that the use of an accurate free
particle distribution greatly improves the convergence of the
QM correction to the classical potential energy surface. Using
the bisection sampling scheme, a QM correction of 2.53 kcal/
mol is obtained. Note that we use two decimal digits in the
discussion purely for the purpose of comparing convergence
as the overall statistical errors in the computed potential of
mean force are about 0.5 kcal/mol based on experience from
umbrella sampling simulations starting from different initial

Figure 1. Snapshots of instantaneous structures from com-
bined QM/MM molecular dynamics and quantized classical
path simulations for (A) the proton transfer in NH4

+ + NH3

and (B) the deprotonation of nitroethane by an acetate ion in
aqueous solution.

Figure 2. Classical potential of mean force for the NH4
+-

NH3 proton-transfer reaction in aqueous solution.
Figure 3. Comparison of the nuclear QM correction for the
NH4

+-NH3 proton-transfer reaction in aqueous solution using
the QCP method with the Metropolis and Bisection sampling
schemes.
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configurations and conditions. The reaction coordinate posi-
tion of the maximum QM barrier correction is located at
0.01 Å, close to the expected value of zero for a symmetric
reaction and is within the statistical accuracy of the data
averaging. The convergence of the bisection results was
tested by increasing the number of classical steps to 35 000
(35K/100). The results were found to be within(0.005 kcal/
mol, and the position of the maximum QM barrier correction
is located at 0.01 Å (Figure 3B). Using the direct Metropolis
procedure with a 7K/100 sampling scheme, a QM correction
of 2.41 kcal/mol is obtained, with a maximum correction
located at 0.05 Å (Figure 3A). Considering that the polymer
chains were equilibrated for 1 000 000 steps prior to data
collection, we attribute the small difference to incomplete
convergence. This conclusion is corroborated by inspecting
theø2 values obtained from the nonlinear fitting of an inverse
Eckart potential to the QM correction curves. Using the
bisection sampling scheme, aø2 value of 26 is obtained,
while with Metropolis samplingø2 is 1198. After increasing
the number of classical steps to 35000 (35K/100), the QM
correction was found to be 2.77 kcal/mol, and the position
of the maximum QM barrier correction is located at 0.02 Å.
Thus, the results have not yet converged, and additional
Metropolis sampling of the PI would be necessary to obtain
converged results.

To further probe the convergence behavior of the BQCP
method with respect to the number of quantized atoms and
the extent of sampling, additional tests were performed for
reaction I. These tests used 32 beads, as this has been found
to be a reasonable compromise between computational cost
and accuracy.18 The results for three levels of quantization
are shown in Figure 4, where 7000 classical configurations
were used in conjunction with 100 path integral steps per
classical configuration (7K/100). At the lowest level of
quantization, only the transferring hydrogen is treated as a
ring polymer, while the remaining atoms are classical entities.
At the second level, the three transferring atoms are treated
quantum mechanically. At the final level, all solute atoms
are treated by PI simulations. The quantum mechanical
correction obtained when quantizing the transferring proton
only is 2.72 kcal/mol, and when quantizing the donor and
acceptor heteroatoms as well, the correction term is very
similar at 2.67 kcal/mol. Quantizing all solute atoms
introduces considerable challenge, due to the large number
of hydrogens, which have long de Broglie wavelength and
are therefore more difficult to sample. For this particular
system, convergence is difficult to achieve when all solute
atoms are quantized. With the 7K/100 scheme, a QM
correction of 2.81 kcal/mol is obtained. With additional
sampling of the classical configuration, using a 14K/100
sampling scheme, the QM correction is 2.59 kcal/mol. It
seems that the free particle distribution has not yet been
sufficiently sampled, and it is necessary to perform more
extensive path integral sampling or to add additional classical
configurations.

For reaction I, quantization of only the transferring atom
is sufficient to yield reliable results. It is clear from the results
that as the number of quantized particles increases, so does
the complexity of the ring polymer configurational space.

Thus, quantizing a single atom yields rapid convergence
while extending the nuclear QM region slows down the
convergence. In a thorough investigation, Tuckerman and
Marx showed that the quantum nature of the heavy atoms
can substantially enhance proton tunneling by as much as
31% compared to a classical frame in the case of malonal-
dehyde.52 Similar findings have also been noted by Hinsen
and Roux on acetylacetone.53 To complement previous
convergence tests for simple model systems,18 we also tested
several different sampling schemes to arrive at one that yields
the optimal compromise between accuracy and computational
cost. In all of the following test cases, the three central atoms

Figure 4. Comparison of the BQCP correction for the NH4
+-

NH3 proton-transfer reaction in aqueous solution at different
levels of quantization: (A) the transferring proton only, (B)
the transferring proton plus the donor and acceptor nitrogen
atoms (N-H- - -N), and (C) the entire solute (NH4

+-NH3).
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directly involved in the proton transfer were quantized using
32 beads unless otherwise stated.

Previous studies have shown that for a simple Morse
potential, approximately 1000 classical configurations coupled
with 100 PI steps per classical (centroid) configuration, yields
good convergence.18 Thus, we used this conclusion as a
starting point in the present test. In Figure 5A, two sampling
schemes, requiring comparable computational cost, are
compared. In the first scheme, 7000 classical configurations
are coupled with 100 path-integral sampling steps. The
second scheme uses 700 classical configurations and 1000
PI steps. Fitting of an inverse Eckart potential to the curves
reveals identical QM corrections of 2.67 kcal/mol. However,
from the distribution of the points it is clear that a scheme
that samples the classical configuration space more exten-
sively is preferable to additional sampling of the polymer
rings at each centroid position. This is due to the greater
variance in the free particle path-integral estimator (eq 10)
than in the external average over the free-particle paths (eq
9).

In Figure 5B, additional such sampling schemes are
presented, using 7000 classical configurations, and 100, 50,

10, and 1 PI steps. Although the results indicate that it would
be preferable to use 100 PI steps per classical configuration,
using 50 or even 10 yields reasonable results. The QM
corrections obtained by sampling 100, 50, 10, and 1 quasi-
particle configuration(s) at each classical step are 2.67, 2.64,
2.63, and 2.71 kcal/mol, respectively (Figure 5B). The
position of the maximum QM correction is 0.01 Å for the
former three, whereas for the latter the location has shifted
to 0.02 Å.

The extent of ring polymer beads required to obtain
converged QM corrections was also investigated. Due to the
great cost of PI simulations with a large number of beads,
in the following test cases we used a scheme of 35 000
classical steps, each of which consists of 10 PI sampling
steps. The results presented in Figure 6 show that the QM
corrections to the computed classical free energy barrier
increases with increasing number of beads. At the lowest
level of discrete path description, using only 8 beads, we
obtained a QM correction of 2.21 kcal/mol. Increasing the
number to 16 improves the results at 2.50 kcal/mol, and 32
beads give a value of 2.64 at double the cost. Employing 64
beads yields identical quantization energy at 2.64 kcal/mol.
A QM correction of 2.66 kcal/mol is obtained when doubling
the number of beads to 128, thus indicating that a reasonable
converged value is achieved with 32 beads. Thus, as was
observed in our previous studies, using 32 beads seems to
be a reasonable compromise between accuracy and cost.

A direct comparison of the results obtained herein with
the results of Garcia-Viloca et al.13 is not feasible due to the
different methods employed. In the previous work only
quantized vibrations were accounted for, while the current
BQCP simulations account for both quantized vibrations and
tunneling. In the work of Garcia-Viloca et al.,13 a quantum
correction of 2.0 kcal/mol was obtained, although the
contribution of the mode corresponding to the reaction
coordinate was not reported in that work. Thus, we performed
instantaneous normal-mode analysis of the trajectories from
the current simulations as well as tunneling calculations

Figure 5. Comparison of different BQCP sampling schemes
for the NH4

+-NH3 proton-transfer reaction in aqueous solution.

Figure 6. BQCP correction for the NH4
+-NH3 proton-transfer

reaction in aqueous solution at different levels of path-integral
discretization.
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within the ensemble-averaged variational transition-state
theory with multidimensional tunneling (EA-VTST/MT)
approximation. The vibrational contribution to the quantized
free energy amounts to 2.4 kcal/mol, in reasonable accord
with ref 13 considering the small difference in the definition
of the reaction coordinate. Tunneling does not seem to play
a major role in the present system. The absence of tunneling
is somewhat surprising considering the study of Truhlar et
al.,54 where tunneling was found to play a role in increasing
the reaction rate. A reason for this difference may be the
PM3 Hamiltonian used in that study, as opposed to AM1
which was utilized here. Indeed, the PM3 reaction barrier
in solution was found to be in the range 13.3-15.9 kcal/
mol,54 compared to 6.1 kcal/mol obtained here with AM1.

B. Deprotonation of Nitroethane by Acetate Ion.The
second reaction investigated is the ionization of nitroethane
by an acetate ion in water (Figure 1B). This reaction is of
particular interest because it is an analogue of the ionization
of nitroethane by nitroalkane oxidase (NAO).55-57 In this
reaction, the active site residue Asp402 is the nucleophile
that abstracts theR-proton of small nitroalkane substrates.57

Moreover, the experimental reaction rate and kinetic isotope
effects at several temperatures are available for this reaction.55

The classical PMF yields a barrier of 28.90 kcal/mol (Figure
7), placing it slightly above the experimentally observed
value of 24.8 kcal/mol.55 Addition of nuclear quantum
effects, which are dominated by the zero-point energy, lowers
this classical value, as discussed below.

In the present test, a crucial question is the number of
atoms to be quantized in the centroid PI simulation. In light
of the conclusions obtained for reaction I, the BQCP
simulations for reaction II used 32 beads and 10 PI steps
per classical step, unless otherwise stated. The classical
trajectories were saved every 25 steps.

Initially, only the transferring proton was quantized,
yielding a QM correction value of 2.75 kcal/mol and a
combined reaction barrier of 26.15 kcal/mol. A total of
27 000 classical configurations from 10 windows of umbrella
sampling calculations were used to obtain the results.
Comparison of results using different number of classical
(centroid) configurations indicates that the results have
converged. At the next level of quantization, we treated the
three core transferring solute atoms as ring polymers. This

allows for additional quantum effects to be included. We
obtained a quantum correction of 3.03 kcal/mol, giving a
reaction barrier of 25.87 kcal/mol in agreement with experi-
ment.45,55A total of 38 000 classical steps were used to obtain
the results. To better account for multidimensional nuclear
QM effects, we additionally quantized the three neighboring
heavy atoms (bonded to the transferring atoms). To obtain
converged results, a total of 45 000 classical structures were
employed, spanning 1.1 ns of MD simulations. Thus, we
obtained a QM correction of 3.11 kcal/mol, placing the
computed barrier of 25.79 kcal/mol in agreement with the
experimental value. Although the difference is rather small,
there is a gradual increase in the quantum correction as the
number of quantized particle increases. Thus, to account for
the QM correction to the barrier height of a classical PMF,
it is important to include the donor and acceptor atoms in
addition to the transferring light atom. This is in contrast to
the ammonium ion-ammonia reaction where it seems to be
sufficient only to quantize the transferring light particle. This
difference is due to the greater rehybridization involved in
the nitroethane-acetate ion reaction. Additionally, including
the neighboring atoms has a small but noticeable effect on
the QM correction to the barrier. However, inclusion of
additional atoms impedes on the convergence of the free
particle PI sampling, thus requiring additional sampling. The
dependence of the QM correction on the number of classical
configurations is illustrated in Figure 8 for the largest QM
system. With a bin size of 0.001 Å, corresponding to ca. 20
configurations per bin,∆∆Gclfqu fluctuates greatly. However,
as the bin size increases, and thereby also the number of
configurations per bin, the variance within each bin is
reduced. When increasing the bin size from 0.05 to 0.1 Å
no considerable change in∆∆Gclfqu is observed, indicating
that convergence with respect to classical configurations has
been reached.

To verify that the use of 32 beads is reasonable for the
current system, we also experimented with 16, 64, and 128
beads per quantized particle. To this end, we chose a
quantized subsystem consisting of the transferring proton and
the donor and acceptor atoms. Using 16 beads the QM
correction was estimated as 2.86 kcal/mol, somewhat below
the value obtained with 32 beads (3.03 kcal/mol). Increasing
the number to 64 and 128 beads both yield a slightly larger
value of 3.06 kcal/mol. Thus, employing 32 beads seems a
reasonable choice in the case of reaction II as well.

Additionally, the second CR hydrogen was added to the
PI atom list, and although this increased the absolute QM
correction value, it had a small effect on the barrier height.

To further test the BQCP method, we also studied the
convergence of the computed KIE. In particular, we tested
the importance of the number of quantized solute atoms, in
obtaining reliable computed KIE. Quantizing only the
transferring proton, the computed QM correction difference
between proton and deuteron transfer is 1.06 kcal/mol, with
a minimum in the QM correction curve at 0.1 Å. When
combined with the classical PMF, this yields a computed
KIE of 5.4 for a singly deuterated nitroethane. The total KIE
is increased to 6.0 when secondary effects (1.10) are
accounted for.45 This may be compared to the experimental

Figure 7. Classical potential of mean force for the deproto-
nation of nitroethane by an acetate ion in aqueous solution.
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value of 7.8.55 In free energy terms, the difference is about
0.1 kcal/mol. Increasing the number of beads to 64 and 128
did not narrow the difference between the experimental and
the computed KIE (results not shown). Using 16 beads
resulted in a considerable lower KIE of 4.3. Quantizing the
donor and acceptor atoms, in addition to the transferring
proton, using 32 beads resulted in similar QM correction
difference between proton and deuteron transfer of 1.04 kcal/
mol.

Thus, the current results indicate that approximately 32
beads are required to obtain reliable QM corrections to a
classical PMF when using the QCP method. This is true also
when computing KIE. Furthermore, to accurately compute
QM corrections to a classical PMF, it is desirable to quantize
the donor and acceptor atoms directly involved in the
reaction, in addition to the transferring light particle. Similar
findings have been observed in a previous study of the
proton-transfer reaction of acetylacetone by Hinsen and
Roux53 and of malonaldehyde by Tuckerman and Marx.52

Although we have not made a direct comparison, the
efficiency of the present bisection sampling scheme should
be similar to the staging approach described by Sprik et
al.21,26,58 Although the current study demonstrates that to
obtain accurate KIE, it is sufficient to quantize the transferred
particle alone, this is likely to be system dependent. In other
systems possessing more extensive tunneling than what was
observed for the current systems, multidimensional QM
effects may be of importance.

Conclusions
The nuclear quantum mechanical effects in two aqueous
solution proton-transfer reactions were investigated by a
hybrid approach, combining QM/MM MD umbrella sam-
pling simulations with the Quantized Classical Path (QCP)
method described by Warshel and co-workers. The QCP

method was augmented by the bisection algorithm (BQCP)
to sample the free particle distribution and was shown to
perform considerably better than when using the standard
Metropolis method to sample the ring polymer chain. A
sampling scheme was suggested that comprises a practical
compromise between accuracy and computational cost.
Additionally, different numbers of beads were tested, and
the optimal choice for the systems studied was 32 beads.
The conclusions found herein will be important for future
studies of enzymatic reactions.
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Abstract: A series of ca. 20-ns molecular dynamics simulation runs of the N-terminal H4 histone

tail in its un- and tetraacetylated forms were performed using three different long-range

electrostatic treatments namely, spherical-cutoff, reaction field, and particle mesh Ewald.

Comparison of the dynamical properties of the peptide reveals that internal flexibility and sampling

of the conformational space are heavily dependent on the chosen method. Among the three

tested methods, the particle mesh Ewald treatment yields the least conformational variation

and a structural stabilization tendency around the initially defined topological framework.

1. Introduction
Lattice summation methods are currently used as the standard
long-range electrostatic treatment in explicit-solvent simula-
tions using periodic boundary conditions. At least one out
of a variety of implementations of the method (Ewald
summation,1 particle mesh Ewald (PME),2 smooth particle
mesh Ewald (SPME),3 particle-particle particle mesh (P3M)4),
originally developed for crystalline systems, has been
implemented in the major biomolecular simulation softwares.
Enforcing artificial periodicity by the means of lattice sum
algorithms in inherent nonperiodic systems, such as explicitly
solvated proteins and DNA, have been suggested to cause
an unrealistic stabilization of the molecular system by
reducing conformational sampling.5-9 Recent studies con-
clude that although artificial periodicity induces a non-
negligible energetic bias, it does not produce major structural
perturbations in the solute.10 However, the authors also state
that the use of lattice sum methods overstabilize the
secondary structure elements in high-temperature simula-
tions.10 In contrast, simulations of highly charged proteins11

show marginal higher atomic positional fluctuations and
deviations when P3M is compared to the reaction field (RF)12

scheme. Most of the up-to-date conclusions are drawn based
on relatively short time scale simulations (up to 3 ns) of

stable protein or DNA structures. Therefore, to access the
effect of three different electrostatic treatments, spherical
group charge-based cutoff without switching function (SC),13

RF and PME, on the structural variation of a conformation-
ally rich peptide, a series of ca. 20 ns long explicit-solvent
molecular dynamics (MD) simulations was performed. The
23-aa long amino-terminal H4 histone tail peptide was chosen
for this purpose due to its small size and structural behavior
change upon lysine acetylation. CD-spectra of the N-terminal
H4 histone tails, in a 90% TFE (v/v) solution, show
increasing helical content as a function of the number of
acetylated lysines.14,15 Due to its well-known R-helical
stabilizer properties,16-19 this solvent has been widely used
to examine the helical propensity of peptides. The observed
25% helical propensity for the (fully) tetraacetylated form
corresponds to ca. 5-6 residues.15 This number is in good
agreement with the length of the consensual helical region,
residues 15-21, predicted by four independent secondary
structure assignment methods.15 It is worth noting that,
generally, short-length peptides exhibit an inherent high
flexibility when immersed in high-dielectric solvents. The
chosen test-case makes no exception to this rule. However,
major structural features of the system have been character-
ized, as discussed above. While the choice of a peptide of a
well-defined structure would initially seem to be the ideal
choice, it might also flatten out the foreseen differences this
study aims at.

The present scope lies in a systematic evaluation of the
impact of different commonly used electrostatic treatments
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on conformational sampling of a biologically relevant system
by the means of molecular dynamics simulations. Addition-
ally, the results provide insights to the structure of the
N-terminal H4 histone tails upon lysine acetylation.

2. Methods
Initial molecular dynamics simulation setups comprised the
23-residues N-terminal H4 histone tail peptide in a canonical
R-helical conformation in its unacetylated (nonac) and
tetraacetylated (ac) forms solvated in water. (The ability of
these two systems to explore the conformational space was
probed using three different methodologies to treat the long-
range electrostatic interactions: spherical group charge-based
cutoff without switching function (SC),13 reaction field
(RF),12 and particle mesh Ewald (PME)2). The peptides
measured a maximum of 3.6 nm in their longest axis and
were solvated in a 7.0× 7.0× 7.0 nm SPC water20 box, so
to provide plenty of room between its periodic images.
Counterions were added to both systems in order to keep
their total charge equal to zero (0e). The unacetylated system
comprised 34 064 atoms (228 protein atoms, 9 Cl- ions, and
11 275 water molecules), while the tetraacetylated system
contained a total of 34 062 atoms (232 protein atoms, 5 Cl-

ions, and 11 279 water molecules). The systems were energy-
minimized using 200 steepest decent steps. Equilibration was
performed for 5 ps each at temperature intervals of 50, 100,
150, 200, 250, and 300 K, with velocity reassignment every
0.5 ps and a 2-fs time step. Production runs ranged from 18
to 25 ns in the NpT ensemble. The temperature was
maintained at 300 K by a weak coupling to two independent
heat baths with relaxation times of 0.1 ps for the solvent
and the solute. The pressure of the system was kept at 1 bar
by isotropic coordinate scaling with a relaxation time of 0.4
ps. SHAKE constraints21 with a tolerance of 10-4 nm were
applied to all bonds involving a hydrogen atom. A double
twin-range cutoff of 0.8/1.4 nm was used when the long-
range electrostatic interactions were treated by the cutoff-
based methods (SC and RF). The short-range neighbor-list

was updated every step, and the long-range one every 5 steps.
A 1.0 nm cutoff was used as a short-range cutoff when PME
was employed in the treatment of the long-range electrostatic
contributions. All simulations were carried out using the
GROMOS96 43A1 force field22 within the Gromacs 3.2.1
package.23 Coordinate frames were saved every 0.2 ps for
analysis. The secondary structure content maps shown in the
paper were performed via the DSSP program24 implemented
in the Gromacs program, version 3.2.1.23

3. Results and Discussion
The amount of conformational sampling was accessed via
the root-mean-square deviation (rmsd) distribution for the
backbone atoms over the 0-18 ns window (based on the
shorter simulation) (Figure 1A,B). The PME treatment
produced a narrower distribution in both the nonac and ac
systems. Average rmsd is also relatively closer to its
reference, i.e., a canonicalR-helix in this case. The corre-
sponding root-mean square fluctuation (rmsf) (Figure 1C,D)
shows a reduced flexibility of 40-60% on average for the
peptide treated by PME compared to the cutoff-based
methods. The average overall fluctuation in the SC simulation
is only ca. 3-7% higher than in the RF one. However,
individual residue flexibilities and rmsd distributions indicate
that these methods sample different parts of the phase-space
for a given system at the nanosecond time scale.

The behavior of the secondary structure content of the
peptides was analyzed as a function of the simulation time
(Figure 2). The helical content in the nonac system is
completely abolished within 1 and 4 ns when SC (Figure
2A) and RF methods (Figure 2B) are used. The PME
treatment stabilizes the helical region spanning residues 14
to 22 in a 5-helix (i,i+5) configuration (Figure 2C). A higher
helical content is observed for the acetylated form of the
peptide regardless of the electrostatic treatment used. How-
ever, the actual value of helical content differs significantly.
The use of SC and RF results in aR-helical propensity ca.
18% (in both cases) spanning residues 14 to 19 (Figure

Figure 1. rmsd distributions for the backbone atoms of the H4 histone tail in its (A) non- and (B) tetraacetylated forms, and their
corresponding rmsf (C and D, respectively), upon the three probed electrostatic treatments: SC (maroon), RF (black), and PME
(blue). Analyses are displayed over the 0-18 ns window.
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2D,E). The helical occupancy is about 9% higher in the RF
simulation. This increased stability may have its roots in the
better energy conservation scheme used by this method over
the SC one. PME treatment of the acetylated peptide is
characterized by a mix of 5- andR-helix structure (except
for ca. 10% of the time (∼13.6-17 ns) (Figure 2F)). These
findings indicate that either (i) the use of the cutoff-based
methods (SC and RF, here) would produce an enhanced
sampling due to energy conservation issues, or (ii) the
intrinsic artifacts arisen from PME would cause a reduction
in the conformational sampling. The inability to conserve
energy is a well-known limitation of the SC method.
However, few variations such as the RF or the more recently
developed force-shifted spherical cutoff methods21 have
proven to keep this issue to a minimum12,25 and produce
conformational samplings and distributions in excellent
agreement with experimental (NMR, CD, ORD, X-ray
crystallography) data.25-32 In addition, based on the CD-
spectra and the secondary content prediction data14,15 the
PME treatment seems to overestimate the total helical content
in these runs. It results in over 40% and 70% helical content
for the nonac and ac simulations, respectively.

In a recent study, Monticelli and Colombo have compared
the ability of PME- and SC-simulations of theâ3 peptide to

reproduce experimental NOE restraints.33 Based on 500-ns
simulations, the use of PME allowed a better description of
the experimental NOE restraints and secondary structure
content than the SC simulations. A comparison of the
different electrostatic methodologies was not the primary
intention of this study, and no systematic assessment has
been made in this direction. However, their findings sug-
gested an overestimation of the secondary structure content,
reduced flexibility, and stabilization tendency around the
initial conformation when PME is used.33 At the same time,
the SC simulations have failed to provide an accurate
description of the NOE restraints apparently due to a high
flexibility. 33 No alternative methodology has been tested or
proposed in order to overcome the problem. To evaluate this
apparent overstabilization tendency from the lattice-sum
method, a frame without any helical content was randomly
extracted from the ac/SC simulation (at 14 280 ps) and
switched to the PME treatment. A secondary structure map
as a function of time of this new 23+ ns MD simulation is
shown in Figure 3. The results revealed indeed an entrapment
of the peptide around the newly provided topological
framework.

While reverse folding is not expected in a 24+ ns MD
simulation, the immutability of the completely distinct

Figure 2. Secondary structure content for the N-terminal H4 histone tail in its unacetylated (nonac) and tetraacetylated (ac)
forms as a function of the simulation time upon the three probed electrostatic treatments: (A) nonac/SC, (B) nonac/RF, (C)
nonac/PME, (D) ac/SC, (E) ac/RF, and (F) ac/PME. (Secondary elements are defined according to the DSSP program.20 The
color-coded chart at the bottom is provided for content identification.)
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secondary elements in the simulations of the same peptide
displayed in Figures 2F and 3 is remarkable in such time
scale, especially if compared with the cutoff-based runs
shown in Figure 2.

4. Conclusion
The limitations of the SC method in molecular dynamics
simulations are well-established ones and known to lead to
severe problems in the energy conservation scheme and
unrealistic structural distortions.34-39 A number of studies,
using different force fields, have shown that correction
methods applied outside of the cutoff sphere, such as the
continuum-based reaction field and switching methods, may
represent a satisfactory compromise between accuracy and
the computational costs associated with the different Ewald
summation methods.10,11,25,28,31This conclusion is partly due
to the marginal difference observed in sampling and ther-
modynamical properties when comparing simulations using
long-range correction techniques with PME-treated
ones.10,11,28,31However, these independent studies involved
either relatively short simulation times (up to 3 ns) of highly
stable proteins and DNA10,11,28or enhanced sampling simula-
tions31 (high temperatures/replica-exchange algorithms).
While the latter case is undeniably more efficient, it may
flatten out the effect of the long-range electrostatic treatments
on conformational sampling at room temperatures. Neverthe-
less, the exchange of replicas acceptance ratio is reported as
slightly smaller for the peptides in the PME simulation in
comparison to the RF ones.31 It might suggest to some extent
a higher overall conformational hindrance of the system
treated by PME. The outcome of the simulations presented
here, however, shows clearly that (i) the sampling of the
conformational phase-space in a typical molecular dynamics
simulation can be heavily influenced by the choice of the
long-range electrostatic treatment and, consequently, (ii) that
RF may not always be used as a cost-efficient alternative to
PME. It is worth noting that these discrepancies in sampling
are likely to be less pronounced in larger and conformation-
ally stabler molecular systems. However, tests at the present
or, ideally, longer simulation lengths would be required in
order to confirm such an assumption.

In summary, the present simulations consistently show that
the acetylated form of the H4 histone tail contains a higher
helical content regardless of the electrostatic treatment used.
This helical structure occurs toward the C-terminal region
of the peptide in agreement with experimental and secondary
structure prediction data.14,15 The use of the SC, RF, and

PME methods, within the same time scale and at room
temperature, seems to yield the exploration of different
regions of the energy surface for a given system. The peptides
treated by the PME scheme show the least conformational
variation throughout the dynamics and a non-negligible
overstabilization of the secondary structure. Sampling is
reduced when compared to the SC and RF methods and, to
some extent, restricted to the initial structural topology
defined in the setup. Therefore, the current findings suggest
that the use of cutoffs along with proper correction methods
to the outside-cutoff sphere may be better suited for the
sampling of the conformational space of highly flexible
naturally inhomogeneous systems, such as the study of
protein and peptide folding. However, substantiation of the
current observation is not an easy task since it would require
the similar assessment of systems that are simultaneously
internally flexible and structurally well characterized. While
such entities are far from abundant, in the past few years
the groups of Seebach and van Gunsteren have combined
NMR experiments and MD simulations to characterize the
structure and dynamics of several fast-reversible-folding
â-peptides.26,27,40,41Given the impressive level of agreement
obtained between theory and experimental data, even when
looking at different temperatures, it places these non-natural
peptides as a potential test-case system for this type of study.
Being currently limited to the nano/microsecond time scale
the understanding of the influence of different electrostatic
methods on the dynamics of biomolecules becomes impera-
tive. The problem deepens if the effect of temperature and/
or pressure is added, which is the case in multiple-replica
MD simulations. Efforts are currently being made in this
direction and shall be reported soon.
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Abstract: We present a simple method for compression and management of very large

molecular dynamics trajectories. The approach is based on the projection of the Cartesian

snapshots collected along the trajectory into an orthogonal space defined by the eigenvectors

obtained by diagonalization of the covariance matrix. The transformation is mathematically exact

when the number of eigenvectors equals 3N-6 (N being the number of atoms), and in practice

very accurate even when the number of eigenvectors is much smaller, permitting a dramatic

reduction in the size of trajectory files. In addition, we have examined the ability of the method,

when combined with interpolation, to recover dense samplings (snapshots collected at a high

frequency) from more sparse (lower frequency) data as a method for further data compression.

Finally, we have investigated the possibility of using the approach when extrapolating the behavior

of the system to times longer than the original simulation period. Overall our results suggest

that the method is an attractive alternative to current approaches for including dynamic information

in static structure files such as those deposited in the Protein Data Bank.

Introduction
Recent advances in algorithms, force-fields, and computer
power have greatly promoted the use of molecular dynamics
(MD) simulations to gain deeper insight into the structural

and dynamical behavior of biomolecules. MD is becoming
a standard tool even for experimental groups, and trajectories
are being collected for larger systems and for longer
simulation times. A search of thepubmedserver using the
keyword “molecular dynamics” found 1608 entries for the
period 1992-1994 and 6865 citations for 2002-2004. In
addition, while 5 years agostate-of-the-artMD typically
provided trajectories that covered around 10 ns for biomo-
lecular systems of the size of 100-residue proteins or 12-
mer DNAs, today the length of such simulations has
increased by nearly 1 order of magnitude, and some groups
are turning their attention to far larger systems such as the
nucleosome or the ribosome.1,2 The net result of all this
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activity is a huge increase in the quantity and quality of
available MD data, and how these data can be efficiently
stored and retrieved are becoming issues of concern.

The trajectory collected in a MD run consists of a very
large file (or a sequence of smaller ones) containing a series
of ‘snapshots’sthe coordinates of the systemsover the
simulation time. The integration algorithm provides the
coordinates of all the atoms in the system every 1-2 fs, but
data are output to file much less frequently (typically every
1 ps). Despite this, long trajectories of large systems generate
huge data files (many gigabytes in size) that can place a
severe burden on disk storage and data transfer systems,
because the process of data analysis (which nowadays will
usually take much longer than the MD simulation that
generated the data) will typically require frequent and high-
speed access to the data, very often from remote locations.
Additionally, it is increasingly the case that data generated
by one research group for one purpose is seen as potentially
valuable to another group for another purpose, so questions
of enabling the efficient archival and remote retrieval of the
data become important. Examples of projects that are facing
this issue include the ABC-database (http://max.chem.
wesleyan.edu/), the BiosimGrid (www.biosimgrid.org) project,
and the MODEL (htpp://mmb.pcb.ub.es/MODEL) project,
which involve (i) generating and managing hundreds of very
large trajectories for different systems (our group generates
nearly 1Tb of trajectory data every month through the
MODEL project) and (ii) processing, analyzing, and making
available to the scientific community both the analysis and
the ‘raw’ data itself.

In this paper we will present a method that exploits the
concept of essential dynamics for the compression and
management of large MD trajectories. The method allows a
dramatic reduction in the size of the files with no significant
loss of quality in the results. Furthermore, the reduction of
noise implicit to the use of the method helps in the
interpretation of the essential features of the trajectory. The
algorithms presented here have been tested using a series of
MD trajectories taken from our MODEL database as well
as with a very long trajectory of a 28-mer DNA duplex.

Basic Approaches
Essential dynamics (ED) is a very powerful analysis
technique3-6 which exploits principal component analysis to
identify the nature and relative importance of the essential
deformation modes of a macromolecule from MD samplings.
Accordingly, the original Cartesian covariance matrix which
contains the atomic positional fluctuations in all 3 coordinate
axis about the average structure is diagonalized to obtain a
set of eigenvectors and eigenvalues. The eigenvectors
describe the nature of deformation movements in Cartesian
space, whereas the eigenvalues represent the amount of
variance explained by each movement. The eigenvectors
define a complete and orthogonal basis set, and accordingly
any snapshot in the trajectory can be exactly reproduced in
this new 3N-6 basis set (N is the number of atoms in the
system; see eq 1)

whereR stands for the original Cartesian (x,y,z) coordinates
andP stands for the projections in the 3N-6 eigenvectors
(υ), which are defined to maximize the amount of variance
explained in a descending order. Of course, the reverse
process is also possible: the original data can be recovered
by back-projection from the eigenvectors space to the
Cartesian one.

For proteins and nucleic acids the number of important
eigenvectors (i.e., those needed to explain 95-99% of the
total variance) is much smaller than 3N-6. If just M
eigenvectors describe, say, 95% of the total variance (see
below), then projections of the original Cartesian coordinates
along the set of important eigenvectors contain nearly all of
the original information in a much more compressed way,
and it is still possible to regenerate Cartesian coordinate data
({Rj}x,y,z

n ) by back projection (eq 2), though the reconsti-
tuted coordinates are no longer exact.

The opportunities for data compression are obvious. For
a set ofT snapshots (T > 3N-6), the original trajectory file
will contain 3NT coordinates. This will be transformed (see
Figure 1) into a set ofM eigenvectors, each of size 3N, plus
M sets of T coefficientsstotal M(3N+T). For a typical
current MD trajectory, reasonable values ofN, M, and T
would be 500, 50, and 2000, respectively. This would
translate into compression of the data to 5.8% of its original
size. The question then is what is the cost of this
compressionsi.e., what is the error between{Rj}x,y,z

n and
{Rj}x,y,z.

Possibilities for further data compression also exist. By
the quasi-harmonic approximation, the modes of deformation
(eigenvectors) associated with the largest eigenvectors are
expected to show the lowest frequencies of motion. If the
coefficients associated with these modes vary slowly with
time (compared to the original snapshot sampling rate), then
it should be possible to reduce theM sets ofT coefficients
to a more sparsely sampled set and regenerate intermediate
values by a process of interpolation. Again, the question we
seek to address here is to what extent this procedure is
useable with ‘real life’ data.{R}x,y,z f {P}ν (1)

Figure 1. Schematic representation of the data structure of
original and compressed trajectories.

{Rj}x,y,z f {Pj}ν
M f {Rj}x,y,z

n (2)
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As a partial aside, we also investigate the utility of this
process for data extrapolation, rather than interpolation. We
examine to what extent a set ofM eigenvectors, chosen to
be able to capture the dynamic behavior of a system to within
a defined tolerance during the time periodT, are able to
continue to represent the system for times beyondT. This is
not a new idea, forming as it does the basis of the approach
of Essential Dynamics,3-6 but here we provide a detailed
analysis based on a wide range of representative systems,
of the reliability of this approach.

Practical Derivation of Projections
Covariance matrices were created from equally spaced
snapshots collected during long MD trajectories (see above).
Following our previous studies,7 unless specifically noticed,
at least 3N-6 snapshots were collected for each system. Time
spacing for data collection ranged from 1 to 10 ps. Once the
covariance matrix was defined, eigenvalues were computed
using standard algebraic procedures which avoid memory-
costly inversion procedures. The percentage of total variance
explained by each essential movement is determined ac-
cording to eq 3, whereλ is the set of eigenvalues (in the
same distance2 units in which the covariance matrix is
created) andN is the number of atoms in the macromolecule.
We then determined the minimum number of eigenvectors
needed to account for a given amount of variance (generally
95% or 99%), defining an “important space” ofM eigen-
vectors which represent the main global movements.

Following Ptraj implementation in the AMBER suite of
programs,8 we first derive the eigenvalues using Pal, Walker,
and Kahan method,9,10whose computational cost scales with
the square of the number of atoms. The Arnoldi-Lanczos9,10

method is then used to find pairs of eigenvectors/eigenvalues
in the reduced space (dimensionM) corresponding to a given
amount of variance (determined from the eigenvalues). This
latter method is more efficient than the PWK one when a
small number of eigenpairs needs to be determined. Finally,
the original Cartesian coordinates are projected using the
reduced space of eigenvectors (eq 3), which is not strictly
exact sinceM , 3N-6.

Inter- and Extrapolation of Trajectories
Another goal of this study is to explore the possible use of
the preceding procedure to interpolate trajectories, i.e., to
estimate a trajectory sampled at a time intervalt′ from one
originally collected with a time intervalt and t′ and t′ < t
(eq 4)

wheret stands for the time used for storage of the original
data, which is used to derive eigenvectors and projections,
and t′ is the new time spacing (t′<t) used to build up the
new trajectory.

To this end, we explored the goodness of a simple linear
interpolation scheme where a Gaussian noise (Θ) may be
introduced to include some stochastic nature in the trajec-
tories (eq 5). The use of the Gaussian noise (always set to
define a standard deviation around 10%) helps to reduce an
excessive correlation between the interpolated and the
original points

where tt and tt+t are trajectory times at which trajectory
points were originally collected andtt+tt′ stands for new
times at which the trajectory is interpolated under the
constraint thattt+tt′ pertains to the interval fromtt to tt+t.

As discussed above, the eigenvectors obtained from a
portion of a trajectory can be used to extrapolate the behavior
of the system forward in time, allowing the rapid generation
of very long pseudoharmonic trajectories. We explored the
validity of this extrapolation scheme by projecting the
Cartesian coordinates of a portion of trajectorytft+∆t into
the set of important eigenvectors obtained from a previous
portion of the same trajectory (for examplet-∆tft). The
back-projection procedure generates a new set of Cartesian
coordinates, which are then compared with the original ones
and with those obtained when the process is repeated using
eigenvectors obtained from the same portion of the trajectory
(i.e., the periodtft+∆t).

Simulation Details
The compression procedure was first examined using a long
(70 ns) trajectory of the DNA duplex d(AAGCATTTTCACG-
CATGAGTGCACAGAA). The simulation system contains
a total of nearly 82 000 atoms (including water and coun-
terions) and constitutes, to our knowledge, the longest DNA
fragment ever simulated over this time scale in explicit
solvent. It is therefore an excellent example with which to
illustrate the possibilities of the compression procedure and
to gain insight into the accuracy of the interpolation and
extrapolation schemes outlined above.

The performance of the approach presented here was also
examined using 10 ns trajectories of a small set of proteins,
which a priori should have more complex dynamics than
nucleic acids.6,11 These were taken from our MODEL
database (http://mmb.pcb.ub.es/MODEL). The selected set
(PDB entries 1ark, 1cei, 1sro, 2gb1, 3ci2, and 4icb) contains
examples of all-R, R+â, and all-â small globular proteins.
Finally, we analyzed a long MD simulation (100 ns) of a
medium-size protein (PDB entry 1idr) to evaluate the
behavior of the method when dealing with long trajectories.

Simulations were performed in all cases using the AMBER
parm9812 force field and the TIP3P13 model for water and
suitable equilibration protocols (from 0.2 to 1 ns). All
trajectories were performed in the isothermic-isobaric en-
semble (298 K and 1 atm) using Particle Mesh Ewald14 and
truncated octahedral periodic boundary conditions. For the
DNA simulation an integration time step of 1 fs was used
in conjunction with SHAKE applied to bonds involving

% vari ) 100
λi

∑
i)1

3N-6

λi

(3)

{Rj}x,y,z(t) f {Pj}ν
M(t) f {Pj}ν

M(t′) f {Rj}x,y,z
n (t′) (4)

{Pj}ν
M(tt + tt′) ) {Pj}ν

M(tt) + tt′
{Pj}ν

M(tt + t) - {Pj}ν
M(tt)

t
+

Θ(tt + tt′) (5)

Trajectory Compression and Management J. Chem. Theory Comput., Vol. 2, No. 2, 2006253



hydrogens,15 while protein simulations were performed using
a 2 fs integration time step and SHAKE for all covalent
bonds. Simulations were performed using AMBER8.08 and
NAMD2.516 programs on the MareNostrum Cluster (Power-
PC64/Myrinet) at the Barcelona Supercomputing Center
(details: http://www.bsc.es). All simulations were inspected
to verify the lack of equilibration artifacts and that the
structural parameters are similar to those determined experi-
mentally. The analysis was performed using a modified
version of thePtraj module of AMBER8.08 and in-house
software.

Results and Discussion
DNA Simulations.Our previous studies6,7,18have shown that
DNA has a quite simple dynamical behavior, which can be

represented to a high degree of accuracy by a limited number
of eigenvectors. Thus, though the 28-mer duplex considered
here has around 1600 atoms, only 44 (220) essential modes
are able to capture 95% (99%) of the variance in the 70 ns
trajectory of the duplex. These numbers remain quite constant
if shorter simulation times are considered, thus revealing that
the complexity of conformational space sampled does not
increase with the length of the simulation time (see Figure
2).

The average all-atom RMSd between the MD-averaged
structure and the 7000 collected snapshots is around 3.0(
0.8 Å, with the largest deviations being around 6.5 Å (see
Figure 3). When the projectionfback-projection procedure
is performed using only the first eigenvector (which explains
29% of variance), the RMSd is reduced to 2.5( 0.7 Å, and
the largest RMSd is close to 6 Å. When the importance space
is expanded to the first 5, 44, and 220 eigenvectors (76%,
95%, and 99% of the variance, respectively), the average
RMSd is reduced to 1.5( 0.2 Å, 0.68 ( 0.06 Å, and
0.30( 0.02 Å, and the largest RMSd is below 2 Å when 5
eigenvectors are used and very close to the average error in
the other two cases (see Figure 3). Such small errors are
impossible to obtain by just taking “representative structures”
obtained from clustering analysis of the bidimensional RMSd
space. Not surprisingly, the coordinates generated with the
compression procedure lead to helical parameters similar to
the original ones for the 95% and 99% cutoff levels (see
Table 1). The similarity is maintained when the helical

Figure 2. Number of eigenvectors needed to represent 95%
of the variance in the trajectory of d(AAGCATTTTCACGCAT-
GAGTGCACAGAA)2 for different simulation times.

Figure 3. RMSd (in Å) between the real DNA-trajectory and coordinates generated using the projectionfback-projection
procedure with a different number of eigenvectors (1: blue; 5: green; 95% variance: yellow; 99% variance: red). The results
obtained when no eigenvectors are used (average structure) are displayed, for reference, in black.
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analysis is performed at the base pair level (see Table S1 in
Supporting Information).

As expected, the neglect of fast intramolecular vibrations
in the projectionfback-projection process generates some
deviations of bond lengths and angles from the optimum
values and eventually to some incorrect van der Waals
contacts. However, these alterations do not affect key
intramolecular interactions such as stacking or hydrogen-
bond (see Table S2 in Supporting Information). In any case,
these artifacts can be easily eliminated by a few cycles of
geometry optimization without any significant structural
alteration (the average RMSd before and after the optimiza-
tion is 0.03( 0.01 Å). In summary, we can conclude then
that for most practical purposes in the field of nucleic acids
simulations, original and compressed files provide the same
structural information. However, the size of the compressed
files is1.4% (95% variance cutoff) and6.4% (99% variance
cutoff) that of the original ones.

In the preceding analysis, the attempt has been made to
approximate an entire trajectory as a single set of major
eigenvectors perturbing a single average structure. We
hypothesized that the use of different reference coordinates
and different eigenvector sets for separate sections of the
whole trajectory might increase the accuracy of the proce-
dure, especially in cases where radically different confor-
mational states are sampled. However, for the 70 ns trajectory
of DNA considered here no relevant gain (average reduction
of the RMSd error of the compressed trajectory of 0.03 Å)
was obtained when the trajectory was divided in 7 blocks of
10 ns and the projectionfback-projection process was
repeated using eigenvectors/eigenvalues and average struc-
tures were computed for each separate block. Clearly, this
situation might change for systems with a less well equili-
brated trajectory.

As discussed above, important eigenvectors theoretically
define low-frequency movements. This opens up the pos-
sibility of using a very aggressive compression procedure
where essential movements are recorded for intervals much
larger than the original coordinate collection rate, and
Cartesian coordinates for intermediate points are regenerated
when required by linear interpolation of the projections along
the set of important eigenvectors. Results in Table 2 show
that the interpolation scheme introduces an additional error
in the structures obtained after the projectionfback-projec-
tion procedure. However, if the interpolation is used within
reasonable limits this error might be acceptable for many
applications (around 0.1-0.2 Å when 1 ps data is interpolated
up to 10 ps samplings). Remarkably, the size of the

compressed trajectory is0.1% (95% cutoff) that of the
original Cartesian one. Further improvements might be made
if different spacings were used for collecting data for low-
and high-frequency modes, but the investigation of this point
falls outside the scope of this article.

Since eigenvectors/eigenvalues describe the movements
performed by a molecule along a section of its trajectory,
for very long equilibrium trajectories the important move-
ments sampled by a system in the periodt-∆tft should be
identical to those sampled in the periodtft+∆t. Accord-
ingly, in the limit of perfectly equilibrated trajectories the
set of eigenvectors/eigenvalues obtained using the sampling
collected in the period [t-∆t,t] might be used to extend the
trajectory to [t,t+∆t]. This is the basis of the method known
as Essential Dynamics,3-6 which is of particular interest
because MD (or Monte Carlo) simulations in the essential
space can be computationally very efficient. However, for
the method to be reasonable it is necessary that the set of
eigenvectors/eigenvalues obtained from the trajectory over
the period [t-∆t,t] can also provide an accurate representation
of the essential movements for the trajectory over the period
[t,t+∆t]. To investigate this point we computed the important
eigenvectors for the first 10 ns of the trajectory and then
used these for the projectionfback-projection procedure over
intervals 10-20, 10-30,...,10-70 ns. As Figure 4 reveals,
the errors related to the use of eigenvectors obtained from a
previous segment can be twice as large as those obtained

Table 1. Average Helical Parameters (with Standard
Deviations) Associated with the 70 ns Trajectory of DNA
Studied Here

helical parameter original 99% cutoff 95% cutoff

shift -0.05 ( 0.1 -0.05 ( 0.1 -0.05 ( 0.1
slide -0.42 ( 0.2 -0.42 ( 0.2 -0.42 ( 0.1
rise 3.34 ( 0.03 3.34 ( 0.03 3.36 ( 0.03
tilt -0.22 ( 0.6 -0.21 ( 0.6 -0.18 ( 0.2
roll 3.49 ( 1.0 3.49 ( 0.9 3.54 ( 0.9
twist 32.3 ( 0.6 32.3 ( 0.6 32.3 ( 0.6

Table 2. RMSd (in Å) between Original (Cartesian) and
ProjectedfBack-Projected Coordinates (Determined Using
95% Variance Cutoff) Using Different Interpolation
Schemesa

interpolation level (spacings) RMSd (Cartesian) ∆RMSd

1 ps f 1 ps 0.59 ( 0.04
2 ps f 1 ps 0.70 ( 0.05 0.11
5 ps f 1 ps 0.72 ( 0.06 0.13
10 ps f 1 ps 0.79 ( 0.08 0.20
20 ps f 1 ps 0.89 ( 0.13 0.40

a In all cases the lost of quality (determined as the increase in
RMSd relative to that obtained with no interpolation (1psf1ps)) is
indicated. Interpolations were carried out considering a Gaussian
noise defined by a standard deviation of 10% the width of the bin.

Figure 4. RMSd (in Å) between the real DNA-trajectory and
coordinates generated using the projectionfback-projection
procedure when eigenvectors/eigenvalues and reference
structures are obtained using only the first 10 ns of trajectory
data. A reference profile is included (in green) indicating the
expected errors when eigenvectors/eigenvalues and reference
structures are obtained from analysis of the whole trajectory.
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when the projectionfback-projection procedure is performed
for the entire trajectory. The particularly mediocre perfor-
mance of the approach in capturing the behavior of the
system during the 30-40 ns period suggests that during this
time the system underwent a form of conformational change
that was not present in the 0-10 ns period and so was not
captured effectively by any eigenvector used. Overall, the
discrepancy between extrapolated and real trajectories in-
creases with time, suggesting a time-dependent degradation
in the quality of the eigenvectors outside their region of
origin. Obviously the errors can be reduced by taking longer
simulation periods for the determination of the eigenvectors.
For example, if eigenvectors are obtained using the 0-30
ns simulation data, the error in the predicted coordinates over
the 30-70 period reduces to 0.8-0.9 Å. In conclusion then,
caution is needed in the use of essential dynamics to extend
trajectories, since low-frequency movements, which are not
well represented in a short-time simulation, are important
to trace deformation in distant periods of time

Protein Simulations.The number of eigenvectors needed
to represent the essential dynamics of proteins is larger than
that of DNA duplexes of similar size. Thus, we need around
200 and between 500 and 700 essential modes to represent
95% and 99% of the variance, respectively (see Figure 5),
in other words 3-5 times more eigenvectors than needed
for a DNA molecule of similar size. The number of important
eigenvectors does not dramatically increase when longer
simulation times are used, or when the size of the protein
increases (see Figure 5 obtained for 1idr). In any case, the
number of important eigenvectors is still much smaller than
the number of degrees of freedom of the proteins (between
2600 and 5700 for the proteins considered here), suggesting
that compression should be an effective approach to reducing
the size of the files.

The average all-atoms RMSd between the MD-averaged
structure and the collected snapshots are between 1.2 and
2.4 Å, with the largest point deviations being above 4 Å
(see as example Figure 6). When the projectionfback-
projection procedure is performed using only the first
eigenvector (which explains between 20 and 35% of vari-
ance), the RMSd between original and back-projected
conformations is reduced to 1-3 Å for the 7 proteins
considered. When the space is expanded to consider the first
10 eigenvectors (around 50-60% of the total variance) the
RMSd is similar or less than 1 Å for all the proteins (see as
example Figure 6). The error is reduced to around 0.3 Å
(10 ns trajectories) or 0.5 Å (100 ns trajectories) when the

important eigenvectors are defined using a 95% variance
cutoff and to around 0.1 (10 ns trajectories) and 0.2 (100 ns
trajectory) Å when the 99% variance cutoff is used (see Table
3). As found for DNA, small geometrical errors arising from
the neglect of high frequency movements can be easily
corrected with a simple minimization protocol (between 20
and 50 energy minimization steps) without alteration of the
global structure (RMSd below 0.03 Å).

As noted above, the compression method is exact when
all the eigenvectors are considered. However, its computa-
tional efficiency should increase as trajectory behaves more
harmonically. Thus, we can expect that for trajectories
following irreversible transitions “nonequilibrium” trajecto-
ries the method will be less accurate. In a practical test we
compare two 10 ns segments of a trajectory, the first showing
a fast irreversible transition, and the second corresponding
to an equilibrium trajectory (see Figure S1 in Supporting
Information). Since the first trajectory is dominated by the
irreversible transition, the total number of eigenvectors
needed to explain a given variance threshold decreases (for
example for 99% variance a reduction of 200 eigenvectors;

Figure 5. Number of eigenvectors needed to represent 95%
or 99% of variance in the protein trajectories considered here.
The number of atoms in each protein is displayed on top of
the histogram bars.

Figure 6. RMSd (in Å) between the real 100 ns trajectory of
1idr and coordinates generates using the projectionfback-
projection procedure with different number of eigenvectors
(1: blue; 10: green; 95% variance: yellow; 99% variance:
red). For reference, the results obtained when no eigenvectors
are used (average structure) are also displayed (black).

Table 3. RMSd (in Å) between the Original Trajectories
and Those Obtained after the ProjectionfBack-Projection
Using a Single Reference Coordinate and the Set of
Eigenvectors Necessary To Explain 95 or 99% of the
Variancea

95% cutoff 99% cutoff

protein RMSd file size RMSd file size

1ark 0.36 8.5 0.15 20
1cei 0.36 7.8 0.16 20
1sr0 0.45 6.0 0.20 18
2gb1 0.29 10.0 0.13 22
3ci2 0.36 8.6 0.16 21
2icb 0.33 8.8 0.14 22
1idr 0.50 5.1 0.22 14

a The size of the trajectory file obtained after the projection
procedure (% of the original file) is also indicated.
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see Table S3 in Supporting Information), and the RMSd
between the real and compressed files slightly increases (for
example for 99% variance from 0.15 to 0.19 Å). However,
when the same number of eigenvectors is considered, the
performance of the method is almost identical for the two
trajectories (see Table S3 in Supporting Information).

In summary, the compression procedure provides a set of
coordinates that is nearly indistinguishable (for most pur-
poses) from the original ones. Very interestingly, the size
of the compressed files is on average (see Table 3) 8% (95%
variance cutoff) and 20% (99% variance cutoff) that of the
original trajectories. The reduction becomes more evident
for longer trajectories. Additional savings of disk space can
be obtained by adding the interpolation procedure outlined
above; however, it introduces an additional error which can
be too large when it is performed between snapshots too far
apart in time. Our results suggest (see Table 4) that a 5f1
ps expansion seems a good compromise between the reduc-
tion in the size of the files and the loss of quality in the
generated coordinates. Note that this interpolation procedure
reduces to 1/5 the size of the projection data, which is the
only part of the compressed format which depends on the
length of the trajectory.

The use of multiple reference conformations and associated
eigenvectors/ eigenvalues is not justified for short (10 ns)
trajectories and leads to only a modest increase in the
performance of the method for long trajectories. In fact, using
10 sets (10 ns each) of references structures and eigenvectors/
eigenvalues, the RMSd error between original and com-
pressed conformations for the 100 ns trajectories was reduced
by 0.1 Å (for both 95 and 99% variance limits). We expect
that the multiple-reference strategy may be more effective
for more complex trajectories showing large variations in
the average structure.

Finally, the use of eigenvectors obtained in a short
trajectory fragment to describe the movements in more
distant regions of the trajectory leads to non-negligible errors
in the back-projected coordinates with respect to the real ones
and also to those generated by the usual compression
procedure (see Figure 7). It is then clear that both the use of
extrapolation techniques based on the sampling of essential
movements defined in short simulation times must be done
with caution.

Conclusions
We find that a data compression method based on principal
component analysis can work remarkably well with MD
trajectory data, permitting files to be reduced to typically
less than one tenth of their original size with very acceptable
levels of approximation. We would suggest a file format
based on this approach configured as follows (Figure 1). The
file would begin with the coordinates of the time-averaged
structure from the trajectory (3N floating point numbers).
Next would come the first eigenvector (again 3N floats). Next
would come theT coefficients of this eigenvector over the
trajectory. The format then repeats: the second eigenvector
then the second time series of coefficients, then the third,
etc. The advantage of this approach is that, if one imagines
the data being transmitted from one place to another,
transmission may be interrupted at any point according to
the accuracy required for the regenerated Cartesian coordi-
nates.

Further work remains to be done concerning the possibility
for further data compression by allowing interpolation. While
in theory the major eigenvectors should relate to low
frequency modes, which should be able to be accurately
recreated by interpolation between sparse samplings, in
practice this is not really the case. A good example of this
can be seen in our recent work19 contrasting the dynamical
behavior of a DNA duplex in simulations undertaken with
an implicit solvation model compared with those undertaken
(as here) with explicit solvent. As Figure 4 in ref 19 shows,
the effect of solvent is to contaminate the low-frequency
modes with high frequency ‘noise’ from solvent-solute
collisions. In future work we will address the question of
whether it is possible to optimize interpolation schemes by
a careful analysis of this phenomenon,
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Table 4. RMSd (in Å) between Original (Cartesian) and
ProjectedfBack-Projected Coordinates (Determined Using
95% Variance Cutoff) Using Different Interpolation
Expansions for 1idr (Similar Relative Values Were
Obtained for the Other Proteins)a

interpolation level RMSd (Cartesian) ∆RMSd

1 ps f 1 ps 0.51
2 ps f 1 ps 0.68 0.17
5 ps f 1 ps 0.83 0.32
10 ps f 1 ps 0.93 0.42
20 ps f 1 ps 1.04 0.53

a In all cases the lost of quality (determined as the increase in
RMSd from that obtained with no interpolation (1psf1ps)) is indicated.
Interpolations were carried out considering a Gaussian noise defined
by a standard deviation of 10% the width of the bin.

Figure 7. RMSd (in Å) between the real 1idr-trajectory and
coordinates generated using the projectionfback-projection
procedure when eigenvectors/eigenvalues and reference
structures are obtained using only the first 10 ns of trajectory
data. A reference profile is included (in green) indicating the
expected errors when eigenvectors/eigenvalues and reference
structures are obtained from analysis of the whole trajectory.
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Supporting Information Available: Analysis of the
performance of the compression procedure to reproduce
helical parameters stacking and hydrogen bonding in DNA
simulations and of the quality of the method to reproduce
“nonequilibrium” MD simulations of proteins. This material
is available free of charge via the Internet at http://
pubs.acs.org.
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Abstract: Sensitivity analysis and charge-optimization have been suggested as methods to

guide the optimization of lead compounds in early-stage drug discovery. However, applications

to date have been restricted by the simplifying assumption of a rigid ligand. The present study

applies both formalisms to the case of a flexible ligand in a model application to an HIV-protease

inhibitor. The results suggest that sensitivity analysis is a fast and robust method for guiding

charge changes in both a rigid and a flexible ligand, although its accuracy is limited by the fact

that it represents a linear approximation. The more complete quadratic analysis provided by

charge-optimization produces unexpected results when the ligand is considered to be flexible.

For example, it can yield atomic charges which powerfully stabilize the bound conformation of

the ligand relative to the conformation assumed for the free state, thus markedly destabilizing

the assumed free conformation. Such results are traceable to the fact that the energy matrix

possesses negative eigenvalues. However, optimizing charges under the assumption that the

ligand does not change conformation upon binding leads to a set of charges that robustly improve

affinity, even when the free conformation is later allowed to vary. Thus, both sensitivity analysis

and charge-optimization appear to be useful techniques.

1. Introduction
Structure-based drug discovery frequently begins with iden-
tification of a lead compound, a small molecule with
moderate affinity for a targeted protein of known structure.
This is followed by modification of the lead compound in
order to arrive at a high-affinity drug candidate. This second
step, improving on the lead compound, remains a significant
challenge because it is rarely clear what chemical changes
will lead to greater affinity for the target. One rather obvious
approach is to make changes that will increase the favorable
Coulombic interactions between the ligand and the protein.
However, any charges that are added to the ligand and that
come to lie in the ligand-protein interface are stripped of
water during the process of binding and thus incur a
desolvation free energy penalty which can be substantial. In
fact, calculations frequently indicate that the desolvation
penalty exceeds the attractive interaction, making for an

unfavorable net electrostatic interaction even when the
binding interface appears to possess good electrostatic
complementarity; see, e.g. refs 1 and 2.

In recent years, a series of studies (see, e.g., refs 3-5)
has addressed this issue, pointing out that the variation of
the electrostatic contribution to the binding energy as a
function of the atomic charges of the ligand has the form of
a parabola with upward curvature, when the ligand is
considered to be rigid. As a consequence, there is a set of
ligand charges that minimizes the change in electrostatic
energy and hence maximizes affinity, all other things being
equal. Moreover, when optimal or near-optimal charges are
assumed, the net change in electrostatic energy upon binding
can be strongly favorable. These observations have led to
the exploration5-7 and successful use6,8 of charge-optimiza-
tion methods as a basis for lead optimization.

One potential limitation of the charge optimization ap-
proach is that the values of the optimal charges in one part
of a ligand are influenced by charges assumed to exist at

* Corresponding author phone: (240)314-6217; fax: (240)314-
6255; e-mail: gilson@umbi.umd.edu.
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other ligand atoms. As a consequence, if one is interested in
identifying only parts of the ligand whose charges can be
changed to improve affinity, the charges of a fully optimized
ligand may not faithfully indicate the changes needed for
just a part, as recently noted9 and further discussed in this
paper. Another potential drawback of the method is that it
tends to be time-consuming, at least as originally formulated,
since the method has required solving the linearized Pois-
son-Boltzmann (LPB) equation at least once for every atom
whose charge is to be optimized. This means on the order
of 100 LPB calculations for a druglike ligand. On the other
hand, recent algorithmic advances promise to markedly
reduce the computational cost of the method.10,11

Sensitivity analysis represents another promising approach
to guiding the electrostatic optimization of ligands; see, e.g.
refs 9 and 12-14. In the present context, this method
involves computing the first derivative of the binding free
energy with respect to the partial atomic charges of the
ligands; affinity can then be improved by raising the charge
of atoms with negative derivatives or lowering the charge
of atoms with positive derivatives. Sensitivity analysis
requires fewer numerical solutions of the LPB equation than
does standard charge-optimization and therefore should be
less time-consuming. On the other hand, it is a linear
approximation and thus does not account for the parabolic
curvature of the electrostatic energy with respect to atomic
charges. As a consequence, it may be less accurate.

Thus, both charge-optimization and sensitivity analysis are
theoretically interesting methods that could be quite useful
during the lead optimization stage of drug discovery. To date,
however, these methods have been limited to applications
in which the ligand is assumed to be rigid. In fact, it has not
been clear whether charge-optimization could be generalized
to the more realistic case of a flexible ligand. Moreover, we
are not aware of a direct comparison of the two approaches,
for either a rigid or a flexible ligand. The present paper thus
discusses how both methods generalize to the case of a
flexible ligand and compares their properties for a model
system in which the ligand is treated first as rigid and then
as flexible.

2. Theory
This section derives the equations of sensitivity analysis and
charge-optimization from statistical thermodynamic expres-
sions for the binding affinity of a ligand and a protein,
allowing for molecular flexibility. The resulting expressions
prove to be essentially the same as for a rigid ligand, except
that Boltzmann-averaged electrostatic potentials replace the
potentials computed for a single conformation of the ligand.
The rigid ligand thus represents a special case in which the
Boltzmann average includes only a single conformation
having a probability of 1. However, accounting for ligand
flexibility can strongly affect the results obtained with these
methods, especially charge-optimization.

2.1. Derivatives of the Binding Free Energy.The
standard free energy of association of a ligand L and receptor
R to form a noncovalent complex can be written as the
difference between the standard chemical potentialsµ° of
the respective molecular species

where R, L, and RL indicate the receptor, the ligand, and
their complex, respectively. The standard chemical potential
of each molecular species in turn can be written as15,16

HereC° is the standard concentration which, combined with
the factor of 8π2, accounts for the positional and orientational
mobility of the free molecule at standard concentration;15 â
≡ 1/kT, k being Boltzmann’s constant andT the absolute
temperature;r represents the internal coordinates of the
molecular species and thus defines its three-dimensional
conformation; andE(s, r ) is the energy of the molecule as a
function of its conformation and a set of computational
parameterss. In a typical force field-based calculation,swill
include such solute parameters as atomic partial charges and
Lennard-Jones parameters, along with solvent parameters
such as the atomic partial charges of an explicit water model
like TIP3P or the dielectric constant of an implicit solvent
model. The derivative of the chemical potential with respect
to atomic parametersi is

The quantity in angle brackets is the Boltzmann average of
the derivative of the energy function with respect to the
parameter of interest. This formula is consistent with prior
expressions for free energy derivatives from Cieplak and co-
workers.17

In the present application, we are interested in the case
where the energy model includes a solvent-screened charge-
charge interaction term and a solvent reaction field term,
both linear with respect to theN atomic chargesq ≡ (q1,
q2,. . ., qN), along with other energy contributions that do
not depend directly upon atomic charges. The other contribu-
tions can be lumped together asEother(s,r ), wheresnow refers
exclusively to noncharge parameters. The energy thus can
be written as

where i and j index the molecule’s atoms,Dij
eff is the

effective dielectric constant18 of the interaction between
atoms i and j, and φi

RF is the part of the solvent reaction
field at atomi that is induced by the charge at atomi. The
assumption of linearity implies furthermore that

Note that the proportionality constant and the values ofDij
eff

∆G° ) µ°RL - µ°R - µ°L (1)

µ°X ) -RT ln(8π2

C°∫e-âE(s,r )dr) (2)

∂µ°X
∂si

)
∫∂E(s,r )

∂si
e-âE(s,r )dr

∫e-âE(s,r )dr

) 〈∂E(s,r )
∂si

〉 (3)

E(q,s,r ) ) ∑
i)1

N

∑
j>i

N qiqj

Dij
effrij

+
1

2
∑
i)1

N

qiφi
RF + Eother(s,r) (4)

φi
RF ∝ qi (5)
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and rij depend on the atomic coordinatesr; i.e., upon the
conformation of the molecule.

Substituting eq 5 into eq 4 and then using eq 3 to take the
derivative of the chemical potential with respect toqi yields
that

Thus, the derivative of the molecule’s chemical potential with
respect to the charge of atomi is the Boltzmann-averaged
electrostatic potential at atomi. This observation is not
surprising, but it is useful because it generalizes what is
commonly known for a rigid molecule to the case of one
that is flexible. The rigid molecule becomes a special case
of eq 6, in which the Boltzmann average of the potential
equals the potential computed for a single conformation.

Finally, eq 6 can be combined with eq 1 to show that the
derivative of the binding free energy with respect to the
charge of atomi, which can belong to either the ligand or
the receptor, is simply

where the superscripts “b” and “f” indicate respectively the
bound (RL) and free (R or L) states of the system. Sensitivity
analysis can then be used to generate a first-order prediction
of the change in binding energy for a small change in an
atomic charge,∆qi:

The present analysis is consistent with an earlier and more
general discussion of the application of sensitivity analysis
to free energies.12

2.2. Electrostatic Optimization. The theory of electro-
static optimization for rigid molecules has been elegantly
laid out and explored by its originators; see, e.g., refs 3 and
4. Here, the binding energy derivatives discussed in section
2.1 are employed to generalize the formalism of electrostatic
optimization to the case of flexible molecules.

Consider a ligand L withN atoms of chargeqi, i ∈[1...N]
and a receptor R withM atoms of chargeqi, i ∈[N + 1...N
+ M]. We wish to find the values of the ligand charges that
minimize the binding energy and thus maximize affinity,
subject to the physically reasonable constraint that the total
charge of the ligand,Q, equals a user-specified integer; i.e.,
that

Equation 9 introduces the functiong(q) which is used to
define the constraint on total charge. A set of charges that
minimizes the binding energy subject to this constraint can
be found by the method of Lagrangian multipliers (e.g., ref
19 p 946), which leads to a system ofN equations, one for

each atomic chargeqi

whereλ, the undetermined multiplier, represents an additional
unknown. Supplementing eqs 10 with the constraint on the
total charge, eq 9, yields a system ofN + 1 equations
in N + 1 unknowns. It is important to note that, although
eq 10 is a necessary condition for a set of charges to
minimize the binding free energy while meeting the con-
straint on total charge, it is not sufficient to guarantee an
energy-minimum, because a set of charges that satisfies eq
10 could also be a maximum or a saddle, at least in principle.
The nature of the stationary point will be determined by the
specific molecular problem and the parameters of the
calculation.

Interestingly, eq 10 can be rewritten with the aid of eq 7
as

This implies that the charges from the Lagrangian procedure
also cause all atoms of the ligand to experience the same
change in mean potential upon binding and that this change
in potential is-λ. This equation generalizes the concept of
a residual potential at each atom4 which goes to zero for a
ligand which minimizes the energy in the absence of any
constraint on the total charge. Equation 11 shows that the
residual potential goes to-λ rather than zero when the
constraint is imposed.

Assuming the classical properties of linearity and reciproc-
ity allows eqs 10 to be rewritten as a set ofN linear equations.
Working from eqs 5 and 7, we define

whereaii
b, aij

b andaii
f , aij

f refer to values for the bound and
free states of the ligand, respectively. Substituting these terms
into eq 6 and then using eq 11 yields

for i ) (1, 2, . . .,N). The first term is the change upon
binding of the reaction field at atomi due to chargeqi; the
second term is the change upon binding of the screened
Coulomb potential at atomi due to other ligand atomsj;
and the third term is the change in the potential at atomi of
the ligand due to the chargesj of the receptor,φi

b. Note that
the ligand does not feel the receptor when they are not bound,
so aij

f ) 0.

Equations 9 and 14 can be expressed together in matrix
form

∂µ°

∂qi

) 〈∑j*i

N qj

Dij
effrij

+ φi
RF〉

) 〈φi〉 (6)

∂G°
∂qi

) 〈φi
b〉 - 〈φi

f〉 (7)

∆G ≈ ∂∆G
∂qi

∆qi (8)

g(q) ) ∑
i

N

qi - Q ) 0 (9)

∂∆G°
∂qi

+ λ∂g
∂qi

) ∂∆G°
∂qi

+ λ ) 0 (10)

〈φi
b〉 - 〈φi

f〉 ) -λ (11)

aii t
〈φi

RF〉
qi

(12)

aij t 〈(Dij
effrij)

-1〉 (13)

qi(aii
b - aii

f ) + ∑
j*i

N

qj(aij
b - aij

f ) + ∑
j)N+1

N+M

qj(aij
b - aij

f ) + λ ) 0

(14)
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or

The equation represented in the lowest row of the matrices
is the constraint on the total charge (eq 9). A typical druglike
ligand possesses on the order of 100 atoms, so the dimensions
of A are roughly 100× 100. This matrix equation can be
readily solved by matrix inversion or by iterative methods
to yield a stationary pointq° on the hyperplane of net charge
Q, along with the corresponding value ofλ which, as noted
earlier in this section, equals the change in potential on
binding when the charges equalq°.

The change in the solvation and the intramolecular
charge-charge interactions of the ligand upon binding is
q°TAq°, while the interaction of the ligand with the protein
is q°TB, whereq° ≡ (q1, q2, . . ., qN, 0). The change in the
protein solvation energy upon binding also contributes to
the overall electrostatic binding energy, but this quantity is
independent of the ligand charges. Therefore, charge opti-
mization focuses on the change in ligand-ligand and ligand-
protein energies:

The full change in electrostatic energy can be obtained by
separately computing the change in protein solvation energy,
∆Gpp, and adding it to∆Gll,lp.

3. Methods
3.1. Molecular Systems and Parameters.Charge optimiza-
tion and sensitivity analysis were studied for a model system,
the association of HIV-1 protease with the cyclic urea
inhibitor XK263.20 The protein was fixed in its crystal
conformation,21 and a single conformation of the bound
ligand was considered. However, three conformations were
considered for the free ligand: a conformation identical to
the bound conformation and two alternate conformations.
Thus, the binding processes considered are as follows:

Here LigConf0 is the bound conformation of the ligand, and
LigConf1 and LigConf2 are the two alternate conformations
of the free ligand, which will be referred to as Flex 1 and
Flex 2.

The molecular models were prepared as follows. Polar
hydrogen atoms were added to the crystal structure, and
CHARMM22 force-field parameters were assigned with the
program Quanta.23 The cyclic urea inhibitor was relaxed by
redocking it to the original crystal structure of the protease
with the program Vdock,24,25 which allows continuous
variation of nonring single-bonds and of the overall position
and orientation of the compound within the binding site. The
resulting conformation (LigConf0) was used in calculating
electrostatic terms for the receptor-ligand system and for
the free ligand when it was considered as rigid. The two
alternative conformations of the free ligand, Flex 1 and Flex
2, were generated by running on the order of 10-100 ps of
stochastic dynamics26 at 300 K for the ligand alone, with a
time-step of 1 fs. During the MD calculations, screening of
electrostatic interactions by solvent was accounted for in an
approximate fashion via the distance-diependent dielectric
model with a coefficient of 4.

Electrostatic terms were obtained from finite-difference
solutions of the linearized Poisson-Boltzmann equation
carried out with the program UHBD,27 as detailed in section
3.2. The dielectric constants of the solutes and solvent were
set to 1 and 78.5, respectively, with solvent ionic strength
of 150 mM and an ion-exclusion radius (Stern layer) of 2 Å
thickness. The boundary between the low dielectric interior
and the high dielectric solvent was defined by the molecular
surface28 with a probe radius of 1.4 Å and atomic radii set
to their CHARMM Lennard-JonesRmin values.

3.2. Calculation of the Electrostatic Terms.To set up
the electrostatic optimization problem for a given system, it
is necessary to obtain the values ofaij

b, aij
f , andφi

b, wherei,
j e N. (See eq 14.) These terms were obtained here with a
series of finite-difference Poisson-Boltzmann29-31 (FDPB)
calculations. In each case, potentials were computed via an
initial FDPB calculation with a coarse grid spacing of 0.5 Å
and then a second “focusing”31 FDPB calculation with a grid
spacing of 0.2 Å, where the grid encompassed the entire
ligand, and boundary conditions were drawn from the initial
coarse grid run. These quantities were computed either under
the assumption of a rigid ligand or a flexible ligand whose
conformation changed from one bound conformation to a
single different free conformation. However, as discussed
in the Theory section, it would also be possible to compute
Boltzmann averages over multiple bound and/or free con-
formations.

The B vector was filled with values ofφi
b by a single

FDPB calculation for the ligand-receptor complex in which
all ligand charges were artificially set to zero, but all protein
charges were kept at their normal values. The resulting
electrostatic potential at atomi is φi

b.
The A matrix was filled by computing the values ofaij

b

andaij
f ; see eqs 12 and 13. The calculations foraij

b are the
same as those foraij

f except that the former use the bound
conformation of the ligand in the presence of the protein,
which is treated as electrically neutral, while the latter use
the free conformation of the ligand in the absence of the
protein. (As noted above, the free conformation is the same
as the bound conformation when the ligand is assumed to
be rigid.) Hence, the following description refers toaij

b and

(a11
b - a11

f a12
b - a12

f ‚ ‚ ‚ a1N
b - a1N

f 1

a21
b - a21

f a22
b - a22

f ‚ ‚ ‚ a2N
b - a2N

f 1

‚ ‚ ‚

aN1
b - aN1

f aN2
b - aN2

f ‚ ‚ ‚ aNN
b - aNN

f 1

1 1 ‚ ‚ ‚ 1 0

)(q1

q2

‚ ‚ ‚
qN

λ
) ) (-φ1

b

-φ2
b

‚ ‚ ‚

-φN
b

Q

)
(15)

Aq ) B (16)

∆Gll,lp ) q°T(Aq° + B) (17)

Rigid Ligand: LigConf0 + Proteinf LigConf0‚Protein

Flexible Ligand 1: LigConf1 + Proteinf LigConf0‚Protein

Flexible Ligand 2: LigConf2 + Proteinf LigConf0‚Protein
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aij
f generically asaij. The values ofaij were computed as the

sum of Coulombic potentialsφij
C based on the dielectric

constant of the protein interior and reaction field potentials
produced by the solvent. The Coulombic potentials were
computed by placing a unit charge on atomi and zeroing
all other charges, setting the dielectric constant of the solvent
region to the dielectric constant of the molecular interior,
and evaluating the resulting potentials at every other atom.
Self-interactions (i ) j) were omitted, along with interactions
between atoms directly bonded to each other and interactions
between atoms in a 1-3 bonding relationship. These
exclusions are standard practice in force field calculations,
and here they avoid allowing nonphysical short-ranged
interactions to influence the charge optimization procedures.
Interactions across a dihedral angle (1-4 interactions) were
included without any special scaling factor. The solvation
parts of aij were computed by carrying out an additional
FDPB calculation with a unit charge on atomi and all other
charges zeroed but now with the solvent dielectric constant
set to the solvent value. The solvation parts ofaij were then
set to the difference between the solvated and the unsolvated
potential at atomj. Note that this same procedure gives the
correct value foraii.

3.3. Numerical Methods.Matrices were diagonalized with
dsyev and associated subroutines, and matrix equations were
solved with dgesv and associated subroutines, all drawn from
LAPACK.32 In prior applications of Lagrangian charge
optimization, the values ofqi have been constrained to lie
within a range that is typical for current empirical force
fields; e.g.,qi e 0.85. No such constraint was applied here,
however.

When the top leftN × N submatrix of theA matrix
possesses negative eigenvalues, the charges provided by the
method of Lagrangian multipliers may not correspond to a
minimum of the electrostatic energy; they could also
represent a saddle point or a local maximum. In such cases,
charges that minimize the electrostatic energy were sought
with the minimization program PRAXIS,33 obtained from
the Netlib repository of mathematical software.34 More
particularly, PRAXIS was used to minimize a quantity
consisting of∆Gll,lp (eq 17) supplemented with a pseudoen-
ergy term which restrains the absolute value of the total
charge to zero. In some calculations, additional pseudoenergy
terms were included to keep individual atomic charges in
the range-0.85 to 0.85, as previously proposed.6 Note that
∆Gll,lp can be computed very quickly for a given set of ligand
charges by using the precalculatedA andB matrices in eq
17, so these minimizations are not overly time-consuming.
The results of minimization with the PRAXIS algorithm can
depend on the initial guess for the values of the charges.

4. Results
This section describes the properties of sensitivity analysis
and charge-optimization when the free conformation of the
ligand is assumed to be the same as that of the bound
conformation and when the free ligand is considered to adopt
a different conformation.

4.1. Rigid Ligand. 4.1.1. Sensitivity Analysis.Table 1,
columns 2 and 4, shows the derivatives∂∆G/∂qi of the

binding energy with respect to each atomic chargei when
the free ligand conformation is considered to be the same as
the bound conformation; i.e., for the assumption of a rigid
ligand. Atom labels are listed in Figure 1. Nearly all the
derivatives are negative, indicating that making the atomic
charge more positive will favor binding. This is a conse-

Table 1. Derivatives of Binding Free Energy with Respect
to Partial Atomic Charges of Ligand Atoms for Rigid Ligand
(kcal/mol/au), i.e., with Free Conformation of Ligand Same
as Bound Conformation

atom i ∂∆G°.∂qi atom i ∂∆G°.∂qi atom i ∂∆G°.∂qi

C1 -26.58 C37 -42.51 H11 -37.28
O1 -7.63 C61 -59.54 H12 -28.18
N2 -38.44 C62 -39.58 H13 -16.18
C2 -23.81 C63 -36.87 H14 -8.10
C3 -67.09 C64 -11.40 H15 -7.12
C4 -102.04 C65 -10.09 H16 -12.06
O4 -129.84 C66 -12.74 H17 -27.51
C5 -97.85 C67 -21.12 H18 -47.88
O5 -120.70 C70 -31.19 H19 -88.61
C6 -63.66 C71 -29.86 H20 -10.71
N7 -37.24 C72 -26.47 H21 2.03
C7 -23.48 C73 -18.29 H22 -3.00
C20 -32.88 C74 -14.76 H23 -7.53
C21 -36.87 C75 -15.77 H24 -60.23
C22 -32.66 C76 -18.91 H25 -47.69
C23 -27.48 C77 -26.61 H26 -85.14
C24 -17.72 C78 -29.91 H27 -55.48
C25 -11.92 C79 -32.81 H28 10.81
C26 -13.10 H1 -11.06 H29 -2.74
C27 -18.08 H2 -15.40 H30 -3.06
C28 -27.12 H3 -67.54 H31 -12.00
C29 -30.08 H4 -103.80 H32 -29.57
C31 -61.58 H5 -150.63 H33 -12.10
C32 -41.25 H6 -94.64 H34 -8.23
C33 -19.72 H7 -142.94 H35 -19.07
C34 -10.02 H8 -62.18 H36 -16.80
C35 -11.24 H9 -11.18 H37 -25.66
C36 -19.85 H10 -16.86 H38 -31.35

Figure 1. Diagram of ligand XK263 with atom codes used in
tables.
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quence of the dominant influence of the two negatively
charged aspartyl groups in the active site of the protease,
which produce a positive potential at virtually every atom
of the ligand.

The accuracy of sensitivity analysis is assessed here by
changing each ligand charge by a small amount∆qi in a
direction opposite to the local derivative and using eq 8 to
estimate the resulting change in binding energy. Figure 2
compares these first-order predictions with the actual value
of ∆∆Gll,lp computed with eq 17. Comparisons are shown
for charge changes of 0.2 au (top), 0.5 au (middle), and 1.0
au (bottom). It is evident that the smaller charge changes
almost always improve the binding energy, and the linear
predictions from the gradients correlate well with the actual
results. However, for charges changes of 1.0 au, many of
the charge changes make the binding energy more positive,
and the energy predictions are quite poor. This is a
consequence of the quadratic dependence of energy upon
charge: large charge changes often cross the energy mini-
mum and climb the far side of the parabola.

4.1.2. Charge Optimization.The eigenvalues associated
with the top leftN × N submatrix ofA obtained when the
ligand is assumed to be rigid are plotted in ascending order
in Figure 3 (black line). All eigenvalues are positive,
indicating that the charges from the method of Lagrangian
multipliers will represent not only a stationary point of the
binding energy but also a minimum. (A maximum is
mathematically possible but unlikely physically because the

desolvation energy of the ligand upon binding, which
depends quadratically upon charge, is expected to be
unfavorable, leading to a parabolic energy function with
upward curvature.) Table 2 (columns 3 and 10) lists these
optimal charges. Although the individual charges are not
constrained, only a few are larger than 1 au in magnitude
and none are greater than 1.6 au. Table 2 (columns 2 and 9)
lists the ligand charges assigned by Quanta/CHARMM, for
comparison. Not surprisingly, there is no evident correlation
with the optimal charges in columns 2 and 9.

Table 2 also compares∆Gll,lp, the change in electrostatic
energy upon binding less the protein desolvation energy, for
the optimized charges and the CHARMM charges. Optimiz-
ing the charges dramatically lowers the energy, from-15.1
kcal/mol to-113 kcal/mol. The full change in electrostatic
energy can be obtained by adding the cost of desolvating
the protein,∆Gpp; a separate calculation yields a value of
98.4 kcal/mol for this final part of the energy, yielding a net
change in electrostatic energy of-14.6 kcal/mol. These
results are consistent with previous work noting that,
although continuum electrostatics models tend to yield an
unfavorable binding energies, the electrostatic energy can
contribute favorably to binding if the charges are right.3,4

Like sensitivity analysis, the charge optimization meth-
odology can be used to guide chemical modifications of a
ligand aimed at improving its affinity. Figure 4 evaluates

Figure 2. Accuracy of energy predictions from sensitivity
analysis when the ligand is assumed rigid, shown as scatter
plots of the change in electrostatic energy (kcal/mol) computed
with the full parabolic energy surface versus the change
predicted by sensitivity analysis, for charge changes of 0.2
au (top), 0.5 au (middle), and 1.0 au (bottom).

Figure 3. Rank-ordered eigenvalues of top left N × N
submatrix of A matrix when ligand is assumed rigid (black),
and when two variant conformations of the free ligand are
assumed (red, green). (See Flex 1 and Flex 2 data in Table
2.) The bottom graph is the same as the top graph except for
the scale of the ordinate.
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this concept by showing how the electrostatic energy of
binding∆Gll,lp varies when all atoms of XK263 are changed
gradually from their CHARMM charges to their optimal
values (blue) and also when the charge of each individual

atom is changed to its value in the optimal set of charges
(black and red lines), while the other charges are held fixed
at their CHARMM values. The parabolic shapes of these
graphs are as expected from the theory (see section 2.2). As

Table 2. Partial Atomic Charges (au, in Top 42 lines) and Associated Electrostatic Contributions to the Binding Free
Energy (kcal/mol) for Three Assumptions about the Conformation of the Ligand in the Free State (Bottom 3 Lines on
Right-Hand Side)a

atom CHARMM
optimized

(rigid)

stationary
point

(Flex 1)

stationary
point

(Flex 2)
min. 1

(Flex 1)
min. 2

(Flex 1) atom CHARMM
optimized

(rigid)

stationary
point

(Flex 1)

stationary
point

(Flex 2)
min. 1

(Flex 1)
min. 2

(Flex 1)

C1 0.600 1.559 -0.008 -1.647 -0.850 0.850

O1 -0.550 -0.723 -1.086 0.154 -0.846 -0.061

N2 -0.250 -1.699 3.928 2.835 -0.845 0.239

C78 -0.129 -0.121 8.005 -2.198 0.336 0.360

C2 0.091 0.566 -3.503 -0.640 -0.281 0.479

C79 -0.129 0.173 -1.478 2.410 -0.846 0.148

C3 -0.099 1.095 4.273 -3.435 0.433 0.716

H1 0.051 -0.004 -0.181 -0.051 0.791 -0.850

C4 0.190 0.483 -2.430 -4.827 0.785 0.577

H2 0.051 -0.187 -0.070 0.148 0.850 -0.850

O4 -0.650 -0.544 2.397 2.253 -0.706 -0.764

H3 0.101 -0.276 -3.150 0.673 0.848 -0.850

C5 0.190 0.646 -6.136 -0.720 -0.112 0.850

H4 0.061 0.045 0.760 1.568 0.559 0.211

O5 -0.650 -0.769 -0.741 0.748 -0.796 -0.483

H5 0.400 0.598 -0.340 -0.583 0.582 0.674

C6 -0.099 1.099 3.019 2.946 -0.498 -0.388

H6 0.061 -0.133 2.029 -0.155 0.248 0.031

N7 -0.250 -1.197 1.870 1.275 -0.850 -0.396

H7 0.400 0.663 1.503 1.273 0.830 0.366

C7 0.091 0.394 0.746 -1.794 0.236 0.492

H8 0.101 -0.270 2.005 -2.289 0.850 -0.850

C20 0.001 -0.541 -0.191 3.592 -0.850 0.844

H9 0.051 0.000 -0.592 0.107 0.418 -0.850

C21 -0.129 0.242 5.369 -6.820 -0.848 0.823

H10 0.051 -0.160 0.604 0.595 0.850 -0.850

C22 -0.129 -0.137 0.967 9.451 -0.662 -0.026

H11 0.131 -0.016 -1.944 1.854 0.196 -0.850

C23 0.000 0.272 -2.577 -6.835 0.847 0.654

H12 0.131 0.045 -1.224 -2.102 0.399 -0.179

C24 -0.129 -0.295 5.402 0.350 -0.137 -0.530

H13 0.131 0.203 -0.984 -0.023 0.012 -0.083

C25 -0.129 -0.675 -6.798 4.066 -0.029 -0.474

H14 0.131 0.266 1.707 -1.018 0.075 0.174

C26 -0.129 0.717 6.173 -6.145 -0.483 0.791

H15 0.131 -0.293 -3.158 1.617 0.256 -0.556

C27 -0.129 -0.200 0.612 6.736 0.257 -0.705

H16 0.131 -0.066 0.064 -1.183 -0.157 -0.094

C28 0.000 -0.191 -4.932 -0.662 -0.312 0.081

H17 0.131 0.289 0.940 -0.671 0.818 0.747

C29 -0.129 0.281 2.136 -1.460 -0.288 0.085

H18 0.051 0.112 0.165 -0.157 -0.101 0.850

C31 -0.099 -0.622 -3.569 -0.673 -0.744 0.009

H19 0.051 0.282 0.539 1.128 0.850 -0.318

C32 0.001 -0.077 -1.849 2.175 -0.773 -0.116

H20 0.131 -0.021 2.987 0.254 0.056 0.785

C33 -0.129 0.123 -0.799 -0.956 -0.410 -0.258

H21 0.131 -0.016 0.082 0.683 0.381 -0.253

C34 -0.129 -0.173 -1.981 -1.800 -0.407 0.023

H22 0.131 -0.374 -0.647 -0.261 0.363 0.002

C35 -0.129 0.445 2.466 1.128 -0.048 -0.587

H23 0.131 -0.025 0.585 -0.896 0.111 0.177

C36 -0.129 -0.484 -4.401 1.563 -0.355 -0.849

H24 0.131 0.183 -0.592 0.657 0.512 -0.107

C37 -0.129 0.218 5.025 -1.393 -0.324 0.452

H25 0.051 0.119 -0.213 -0.839 0.714 0.850

C61 -0.099 -0.709 -5.480 -1.806 -0.849 0.474

H26 0.051 0.256 2.569 1.315 0.727 -0.445

C62 0.001 0.203 1.399 -0.584 -0.845 0.097

H27 0.131 0.364 -0.857 -0.555 0.648 0.156

C63 -0.129 -0.304 2.560 1.308 -0.034 0.306

H28 0.131 -0.207 0.217 -1.438 0.099 -0.013

C64 -0.129 -0.344 -1.554 2.325 -0.413 -0.845

H29 0.131 -0.472 4.420 -0.550 0.381 -0.011

C65 -0.129 0.643 -6.252 -0.464 -0.580 -0.503

H30 0.131 0.014 -2.298 0.239 0.515 -0.072

C66 -0.129 -0.232 6.064 -0.743 0.222 -0.096

H31 0.131 -0.048 3.324 -0.220 -0.849 0.107

C67 -0.129 0.107 -5.391 1.244 -0.331 0.072

H32 0.131 0.332 1.252 -1.748 0.695 0.499

C70 0.001 -0.534 -3.400 0.430 -0.407 0.850

H33 0.131 -0.128 -0.384 -1.502 0.241 -0.380

C71 -0.129 0.315 -1.799 2.497 -0.850 0.727

H34 0.131 -0.368 -0.579 -3.557 0.748 0.251

C72 0.000 -0.220 -0.896 -3.430 -0.439 0.490

H35 0.131 0.530 -0.427 2.138 0.328 0.456

C73 -0.129 -0.186 2.585 3.400 0.168 -0.039

H36 0.131 0.131 0.190 0.787 -0.005 -0.051

C74 -0.129 0.999 -2.084 4.949 -0.692 -0.271

H37 0.131 0.051 -2.334 0.262 0.074 -0.126

C75 -0.129 -1.184 2.762 -5.547 -0.377 -0.665

H38 0.131 -0.019 -0.577 -0.455 0.557 -0.650

C76 -0.129 -0.008 -2.024 -0.171 -0.027 -0.062

∆Grigid -15.1 -113. 826. 337. 126. 111.

C77 0.000 0.190 -1.792 1.870 0.338 -0.420

∆GFlex1 -17.9 -113. -87.1 176. -325. -343.

∆GFlex2 -14.6 -114. 337. -87.5 -101 -225.

a CHARMM: CHARMM charges of the ligand XK263. Optimized (rigid): charges optimized by solving eq 15 when the ligand is assumed to
have the same conformation in free and bound states. Stationary point (Flex 1): charges obtained by solving eq 15 when the ligand is assumed
to adopt conformation Flex 1 in the free state. Stationary point (Flex 2): same for the second alternative conformation of the free ligand, Flex
2. Minimized 1 (Flex 1): charges obtained by PRAXIS minimization of ∆Gll,lp, when the free ligand is in conformation Flex 1; added energy
terms restrain net charge of the ligand to 0 and the charge of each atom to |qi| e 0.85. Minimized 2 (Flex 1): a second set of charges obtained
by the same method but starting from a different initial guess at the charges. ∆Gll,lp

rigid: energy obtained by substituting each set of charges into
eq 17 when the A matrix is based upon assumption that the ligand is rigid, so the free conformation is the same as the bound conformation.
∆Gll,lp

Flex1: same, when the A matrix is computed assuming the free ligand is in conformation Flex 1. ∆Gll,lp
Flex2: same, when the A matrix is

computed assuming the free ligand is in conformation Flex 2.
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noted in the previous paragraph, changing all the charges to
their optimal values produces a very large improvement in
the electrostatic energy change upon binding. However,
adjusting the charges of an individual atom toward its optimal
value does not always improve the electrostatic binding
energy. In fact, some changes markedly increase the energy
and thus oppose binding.

For example, the two red lines correspond to the nitrogen
atoms of XK263, which are situated roughly 5.5 Å from the
aspartate groups at the bottom of the active site and roughly
4.2 Å from the amide hydrogens of the flaps at the top of
the active site. The CHARMM force field assigns both
nitrogens charges of 0.25 au, but the optimal charges are
-1.7 and-1.2 au. (See Table 2.) It was initially surprising
that optimization directs both atoms to be considerably more
negative than their CHARMM values, even though the
nearest protein ions are the negative aspartates, and both
nitrogens as a consequence have strongly negative energy
derivatives∂∆G/∂qi. (See Table 1.) The explanation appears
to be that charge optimization causes atoms closer to the
aspartates, and with even more strongly negative derivatives
than the nitrogens, to gain substantial positive charge, and
these new positive charges effectively shield the nitrogens
from the aspartates. In particular, atoms C3 and C6 (Figure
1) change from 0.099 au to 1.1 au, while atoms C4 and C5
also become significantly more positive. (See Table 2.) The
resulting large increase in the positive charge situated
between the aspartate groups and the nitrogens tends to drive
the charges of the nitrogens in the positive direction in the
final optimized charge set. This example explains why
shifting a subset of the ligand’s charges toward their optimal

values may not improve the calculated binding affinity, in
accord with previous observations.9

4.2. Flexible Ligand.Two alternative free conformations
of the free ligand XK263 were generated by a simple
molecular dynamics approach, as described in Methods, and
were used separately as a basis for examining the conse-
quences of ligand flexibility for sensitivity analysis and
charge optimization.

4.2.1. Free Energy Derivatives.Using different confor-
mations for the free ligand produces little change in the nature
of the free energy derivative results. In particular, the changes
in energy due to 0.2 au changes in the charges of single atoms
are still well predicted by the derivatives, as shown in Figure
5. Moreover, the energy derivatives themselves are quite
similar to those obtained under the assumption of a rigid
ligand, as shown in Figure 6.

4.2.2. Charge Optimization.The consequences of ligand
flexibility for charge optimization are more complex. First,
as shown in Figure 3, the top leftN × N submatrix ofA
matrix now possesses roughly 25 negative eigenvalues when
either of the new free conformations is considered (red, green
graphs). This implies that the stationary point of the energy
surface in the absence of any constraints is a multidimen-
sional saddle point. Thus, there is no optimal set of charges,
at least in the case where the atomic charges are completely
unconstrained. Instead the electrostatic binding energy can
decrease without bound as a function of the charges assigned
to the ligand.

Nonetheless, the method of Lagrangian multipliers can still
be used to obtain a set of charges which is a stationary point
of the energy on the multidimensional hyperplane defined
by the constraint∑i

Nqi ) Q. Columns 4, 5, 11, and 12 of

Figure 4. Electrostatic part of binding energy for rigid ligand
as a function of the fractional shift from the initial CHARMM
charges of XK263 (columns 2 and 9 of Table 2) toward
charges optimized for the rigid ligand (columns 3 and 10 of
Table 2). Red: energy change when each nitrogen atom’s
charge is varied, with all other atomic charge held fixed.
Black : same as black graph, for the other 82 atoms of XK263.
Blue : consequences of changing all ligand charges simul-
taneously to their optimal values.

Figure 5. Accuracy of predictions from sensitivity analysis
when the ligand is assumed flexible, shown as scatter plots
of the change in electrostatic energy computed with the full
parabolic energy surface versus the change predicted by
sensitivity analysis, for charge changes of 0.2 au. Results are
shown in black and red for two alternative free conformations,
Flex 1 and Flex 2.
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Table 2 present these stationary charges for the two free
ligand conformations; they may be compared with those
obtained with the assumption of a rigid ligand (columns 3
and 10). The mean absolute values of the stationary charges
obtained with the two alternative free conformations are
substantially larger, about 2 au, than the optimal charges
based upon the assumption of a rigid ligand, about 0.4 au.
There is no discernible correlation among the various sets
of charges. These results show that changing the free
conformation assumed for the ligand can lead to markedly
different charge sets when the method of Lagrangian
multipliers is used.

The stationary charges for each free ligand conformation
can still lead to markedly improved binding energies, as
shown at the foot of Table 2. Thus, when the stationary
charges for the first flexible conformation are used to
compute the binding energy based upon this free conforma-
tion, the result is-87.1 kcal/mol; the corresponding energy
for the second conformation is similar, at-87.5 kcal/mol.
Oddly, however, when these charge sets are used to compute
energies under the assumption of alternative free conforma-
tions, very poor energies are obtained. For example, when
the stationary charges obtained with the first flexible
conformation (Table 2, columns 4 and 11) are used with the
assumption of a rigid ligand, the energy becomes 826. kcal/
mol; and when the same charges are used to compute the
binding energy with the free conformation set to the second
flexible conformation, the energy becomes 337. kcal/mol.

In contrast, when charges are optimized under the as-
sumption of a rigid ligand (columns 3 and 10), the resulting
energies are remarkably stable and favorable at about-113.
kcal/mol across all choices of the free conformation. Interest-
ingly, the CHARMM charges also give rather stable energies
across all three free conformations, with values of-15 to
-18 kcal/mol. In summary, the stationary charges obtained

with the two alternate free conformations yield energies that
depend strongly upon conformation. In contrast, optimal
charges based upon the assumption of a rigid ligand provide
a larger improvement in the binding energy, and this
improvement is far less sensitive to the choice of free
conformation.

This analysis has relied so far on Lagrangian multipliers
to find ligand charges that optimize binding energy subject
to the constraint on total charge. However, as noted above,
it is possible that the binding energy has no lower bound,
even when the total charge is constrained, because the top
left N × N submatrix of A matrix possesses negative
eigenvalues. This possibility is tested here by using a
numerical algorithm (PRAXIS;33 see Methods) to seek charge
sets that sum to zero and yield highly favorable binding free
energies. Figure 7 shows the results of three such minimiza-
tions started with different initial guesses for the atomic
charges; one applies a much stronger restraining potential
to the net charge of the ligand. The electrostatic binding
energies are found to decline precipitously, reaching values
as low as-8 × 10-9 kcal/mol with no sign of reaching an
asymptote. It is important to note that the total charge was
successfully locked near zero: the net charge of the ligand
at the end of the three minimizations graphed in Figure 7
are 0.02, 0.0009, and 0.00007 au. However, the atomic
charges obtained from these minimizations are completely
unrealistic, with values in the hundreds and thousands of
atomic units (data not shown). For comparison, Figure 8
shows corresponding convergence plots when the ligand is
treated as rigid. All three plots converge toward-113 kcal/
mol, the value obtained by the method of Lagrangian
multipliers. (See∆Grigid, columns 3 and 10, in Table 2.) This
expected result supports the validity of the numerical methods
used in the present study.

The present analysis proves that the stationary point
provided by the Lagrangian method is not a true minimum
and is instead a saddle point. More importantly, they show

Figure 6. Comparison of free energy derivatives from the
sensitivity analysis for two alternative conformations of free
ligand, Flex 1 (black) and Flex 2 (red), with derivatives when
the ligand is assumed rigid.

Figure 7. Electrostatic energy as a function of the number
of PRAXIS minimization steps, when the free ligand confor-
mation is taken to be different from the bound conformation
(Flex 1) and the total ligand charge is restrained to zero.
Results are shown for 3 different initial guesses of the atomic
charges. The rightmost curve was obtained with a stronger
restraining potential on the total ligand charge than the other
two curves.
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that the charge optimization problem need not possess a well-
defined solution when the conformation of the ligand is
considered to change upon binding.

It is of interest to repeat the minimizations, now applying
additional energy restraints that limit the absolute value of
the charge of each atom to< 0.85 au, much as done in prior
applications of charge optimization that treat the ligand as
rigid.6 These calculations yield convergent energies (data not
shown), but the results vary from one minimization to
another, depending upon the initial guess for the atomic
charges. Two of the resulting charge sets, derived for the
same conformation of the free ligand, are shown in columns
6, 7, 13, and 14 of Table 2. Both charge sets yield extremely
favorable binding energies,-325 and-343 kcal/mol, when
the free ligand is assumed to adopt the conformation for
which the charges are optimized. These two charge sets also
yield very low energies when the other alternative free
conformation is assumed (-101 kcal/mol,-225 kcal/mol),
but both are highly unfavorable when the free ligand is
assumed to remain in the bound conformation (126 kcal/
mol, 111 kcal/mol).

Remarkably, these charge sets can yield such large and
negative values of∆Gll,lp that the total electrostatic energy
of binding is found to be favorable even when the 98.4 kcal/
mol penalty for desolvation of the protein is accounted for
and when moreover all the electrostatic interactions between
the ligand and the protein are artificially neglected. For
example, for the second charge set (columns 7 and 14 in the
table), the total electrostatic energy of binding is computed
to be-31.6 kcal/mol under these assumptions.

This result at first appears necessarily incorrect on physical
grounds, since it says that a favorable binding energy is
obtained in the absence of any attractive forces between the
ligand and the protein. However, the result is correct and is
explained by the fact that the charge set in question produces
intramolecular Coulombic interactions that powerfully sta-
bilize the bound conformation of the ligand relative to the
alternative free conformation, by about-600 kcal/mol, and
this stabilization is only partly compensated by a desolvation

energy difference of about+150 kcal/mol. As shown in
Table 3, similar results apply to the other charge set generated
by energy minimization but not to CHARMM charges or
the charges generated by Lagrangian optimization when the
ligand is assumed to be rigid. Thus, the minimization
algorithm finds charges that massively stabilize the bound
conformation relative to the alternative free conformation
and thus appear to drive binding. It is important to emphasize
that a molecule with such charges presumably would not in
reality adopt the assumed free conformation but would
instead be strongly preorganized into the bound conforma-
tion. As a consequence, most or all of the predicted
electrostatic contribution to binding would be removed. This
type of result is not obtained when when charges are
optimized under the usual assumption that the free ligand
remains in the bound conformation.

5. Discussion
Sensitivity analysis is quite accurate for many charge changes
large enough to be of interest in lead optimization ((0.5
au), even though it is a linear approximation to an energy
function with parabolic curvature. However, its accuracy
diminishes significantly for charge changes of(1 au.
Interestingly, accuracy is not degraded when the ligand’s
conformation is considered to change on binding. Indeed,
the energy derivatives are surprisingly insensitive to the
assumed conformation of the free ligand. This may result
from the fact that the electrostatic potentials at the atoms of
the free ligand are dominated by solvation terms which do
not depend strongly upon conformation, rather than by
conformation-dependent interatomic interactions. Sensitivity
analysis is computationally efficient because it requires only
one FDPB calculation for each conformation of the ligand.
Even greater speed could be be achieved by use of general-

Figure 8. Electrostatic energy as a function of the number
of PRAXIS minimization steps when the free ligand conforma-
tion is taken to be the same as the bound conformation and
the total ligand charge is restrained to zero. Results for 3
different initial guesses of the atomic charges are shown.

Table 3. Change in Electrostatic Energies (kcal/mol)
When the Free Ligand Is Changed from the Flex 1
Conformation to the Bound Conformation (i.e., LigandConf0

f LigandConf1), Computed with Various Charge Setsa

charge set

CHARMM Rigid
Flex 1
Min 1

Flex 1
Min 2

Coulombic -1.7 -12 -603 -607
Solvation (LPB) -1 12 154 154
Total -2.7 0 -449 -453

a Coulombic energies omit interactions between atoms in 1-2 and
1-3 bonded relationships. Solvation energies are computed with the
finite difference, linearized Poisson-Boltzmann method, as described
in the text. The total energy is the sum of the Coulombic and solvation
terms. CHARMM: unoptimized CHARMM charges (columns 2 and
9 of Table 2). Rigid: charges optimized with the Lagrangian method
under the assumption of a rigid ligand (columns 3 and 10 of Table
2). Flex 1 Min 1: the first set of charges adjusted with the PRAXIS
algorithm to minimize binding energy when the ligand is assumed to
adopt the Flex 1 conformation in the free state, with the total ligand
charge restrained to 0 and the absolute values of individual charges
restrained e 0.85 au (columns 6 and 13, Table 2). Flex 1 Min 2: the
second set of charges adjusted with the PRAXIS algorithm to minimize
binding energy when the ligand is assumed to adopt the Flex 1
conformation in the free state, with the total ligand charge restrained
to 0 and the absolute values of individual charges restrained e 0.85
au (columns 7 and 14, Table 2).
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ized Born type models (see, e.g., refs 35-40). Given its
efficiency, and the limitations of the linear approximation
which forms its basis, sensitivity analysis might be best
deployed iteratively. That is, derivatives can be computed
and used to guide a first chemical change. Derivatives could
then be recomputed for the revised compound to guide a
second change and so on. It would furthermore be possible
to recompute the conformational preferences of the free
ligand after each change and thereby incorporate full-fledged
Boltzmann averages of the potentials as derivatives, via eq
7. Finally, it is worth noting that the present generalization
of sensitivity analysis is not limited to analyzing the
sensitivity of binding free energy to ligand charges but has
a much wider range of potential applications. For example,
it could be used to examine the sensitivity of protein folding
to the strength of an energy term controlling dihedral rotation.

The properties of charge-optimization are more complex,
even when the ligand is assumed to be rigid. One important
observation is that optimization ofall ligand charges
simultaneously does not appear to be a reliable means of
identifying changes inpart of the ligand that will increase
affinity, as previously noted.9 This issue, illustrated by the
case of the urea nitrogens of XK263 in section 4.1.2, could
be addressed by applying the optimization formalism only
to the part of the ligand that is a candidate for chemical
modification, while holding the rest of the charges constant.9

Mathematically, this would involve merely deleting the rows
and columns of theA matrix corresponding to the charges
which are to be held constant and then applying the method
of Lagrangian multipliers as usual. Charge-optimization also
has traditionally been rather time-consuming, because it has
required at least one FDPB calculation for each atom whose
charge is to optimized. Recent methodological advances
address this problem, however.10,11Charge-optimization, like
sensitivity analysis, could be markedly accelerated by
replacing FDPB calculations with faster generalized Born
calculations.

When the ligand changes conformation upon binding, the
Lagrangian charge-optimization formalism may not yield
charges that are actually optimal. Instead the stationary point
it provides can be a saddle, as suggested by the existence of
negative eigenvalues for the upper leftN × N submatrix of
the A matrix and supported by minimization convergence
plots with profoundly negative energies and no evidence of
approaching an asymptote. In such cases, charges can be
found that lower the nominal binding energy without limit,
unless further restraints are applied. Interestingly, charges
adjusted to yield a strong nominal binding energy in these
circumstances do not driving binding as such but rather a
conformational change of the ligand from the free to the
bound conformation. There is no guarantee that these charges
will actually drive binding. Instead, by strongly stabilizing
the bound conformation of the ligand in the free state, these
charges violate the assumption of a different free conforma-
tion used in generating the charges. More generally, the
present analysis highlights the fact that a purely electrostatic
analysis cannot yield truly optimal charges, because the best
charges depend on the conformational preferences of the

ligand which, in turn, are influenced by nonelectrostatic
contributions to the energy.

From a practical standpoint, however, if one artificially
assumes that the free conformation of the ligand is the same
as the bound conformation, as normally done when charge-
optimization is employed, the formalism yields charges that
robustly improve binding across the different free conforma-
tions considered here, as shown at the foot of Table 2. Thus,
the current practice of assuming a rigid ligand should often
be effective.

In summary, the present results indicate that both sensitiv-
ity analysis and charge-optimization can help guide the
conversion of a lead compound into a high affinity drug
candidate. However, it is important to keep in mind that a
predicted improvement in the electrostatic part of the binding
energy obtained by applying these methods may not be
expressed exactly in the standard free energy of binding
because of nonelectrostatic factors. For one thing, it is never
possible in reality to change atomic charges without changing
other atomic properties, such as atomic radii. In addition,
charge changes may produce unforeseen changes in the
degree of preorganization of the ligand.
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Abstract: We report a detailed study by means of the theory of atoms in molecules (AIM) of

the resonance effect exhibited in systems where a halogen is adjacent to a carbon-carbon

double bond. Moreover, we have carried out a comparable study of the respective saturated

halohydrocarbons and hydrocarbons, as well as the related unsaturated hydrocarbons. The

valence shell charge concentration (VSCC) of the atoms in systems that exhibit the halogen

resonance effect is considerably different from that of the systems where only the electron

withdrawing inductive effect is present. Our analysis of the bonded maximum charge concentra-

tion and the electronic properties at the bond critical points clearly indicate that the carbon-
carbon double bond is strongly distorted as a result of the halogen resonance effect. Population

analyses show that the halogen resonance effect is a donor effect, but the opposing electron-

withdrawing inductive effect is stronger. Moreover, the analysis in terms of link points of the

VSCCs of the carbons accounts for the observed position-dependence of electrophilic aromatic

substitution in R- and â-halonaphthalenes.

1. Introduction
The electronic structure of certain classes of molecular
species cannot be adequately described by a single Lewis
structure. In some cases, the actual electronic structure is a
weighted average of two or more Lewis structures, called
resonance structures, and the molecule is known as a
resonance hybrid. The concept of resonance is especially
useful for systems containing delocalized electrons and has
been used to explain many phenomena in chemistry including
several types of reactions and the stability and physical
properties of compounds.

The experimental observation that electrophilic substitution
at the ortho and para positions of halobenzenes (C6H5X) is
more facile than at the meta position is readily rationalized
by a halogen resonance effect. Thus, interaction of a halogen
lone pair with the p atomic orbitals that form the delocalized
system ofπ bonds leads to the halonium ion structures shown
in Chart 1. It is impossible to draw an equivalent resonance
structure for the intermediate formed by electrophilic sub-
stitution at the meta position of a halobenzene.

Support for the standard interpretation of the experimental
results is provided by molecular orbital (MO) calculations,1

which clearly show a large contribution of the halogen to
the π-bonding MOs. A similar effect is not observed in
haloaliphatic compounds. In this paper, we report the first
analysis of the halogen resonance effect by use of the theory
of atoms in molecules (AIM).

2. The Theory of Atoms in Molecules and
Resonance
The AIM theory uses well-defined quantities derived from
the electron density to provide valuable insight into the

* Corresponding author tel.: (902) 494-8883; fax: (902) 494-
1310; e-mail: russell.boyd@dal.ca.

Chart 1. Resonance Structures for the Intermediates
Formed by Electrophilic Aromatic Substitution of Y+ at the
Ortho (a) and Para (b) Positions of a Halobenzene
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electronic structures and properties of molecules.2-7 Bader8

has studied the resonance effect in terms ofFR(Ω,Ω′) and
Fâ(Ω,Ω′), which are the delocalization functions of electrons
with R andâ spins, respectively, between the basins of two
atoms,Ω andΩ′. The delocalization function forR spin for
a Slater determinantal wave function is given by

where theφ’s are theR spin-orbitals andSij(Ω) denotes
the overlap of a pair ofR spin-orbitals overΩ (basin). An
equivalent expression holds forâ spin. Essentially, these
delocalization functions measure the sharing of electrons
between two atoms. The relationship between the delocal-
ization index and bond order in the characterization of a
chemical bond has been discussed previously.9-12

Bader et al.13 usedFR(Ω,Ω′) to quantify the contribution
of each resonance structure in acyclic and cyclic hydrocar-
bons as well as the effect of substituents on delocalization
in aromatic systems. More recently, Gonza´lez and Mosquera14

reported a similar study in pyrimidinic bases but in terms of
the delocalization index [δ(Ω,Ω′)], which is a more general
parameter containing both delocalization functions:

Several other authors have used AIM to study the
resonance effect in many different types of systems. For
example, Okulik et al. have used AIM parameters to study

the “three-center two-electron bonds” exhibited by isobuto-
nium15 and n-butonium16 cations. Grabowski17,18 and Gilli
et al.19 have used AIM analysis in terms of the electron
density and the Laplacian at the bond critical points to
explore the resonance-assisted hydrogen bonds in malonal-
dehyde and ketohydrazone-azoenol systems, respectively.
Also, Borbulevych et al.20 used the AIM theory to analyze
substituent effects in 4-nitroaniline derivatives.

In this paper, we present a detailed AIM study of systems
where the halogen is adjacent to a carbon-carbon double
bond. Moreover, we have carried out a comparable study
of the respective saturated halohydrocarbons and hydro-
carbons as well as the related unsaturated hydrocarbons.
The molecules included in this study are shown in Chart 2,
where X ) F, Cl, and Br. The first series consists of
ethene (1-1), benzene (1-2), and naphthalene (1-3). The
second series consists of their four monohalo deriva-
tives. The third series consists of the saturated analogues of
series 2, while the fourth series consists of the unsubstituted
parent compounds of the third series. The emphasis of our
study is on bond critical points, ellipticities, Laplacian
topology, delocalization indexes, and population analysis for
the main atoms and bonds associated with the resonance
effect.

A secondary purpose of this paper is to perform an AIM
study of electrophilic aromatic substitution in the halonaph-
thalenes in order to complement Bader and Chang’s earlier
study of benzene.21 We use an analysis of the link points of
the carbon valence shell charge concentrations (VSCCs) of
the ring to predict the directing and activating-deactivating
effects of halogens in naphthalene.

Chart 2. Chemical Structures of Compounds Included in This Study, Where X ) F, Cl, and Br

FR(Ω,Ω′) ) -∑
i
∑

j
∫ dr1 ∫ dr2 {φi

/(r1)φj(r1)φj
/(r2)φi(r2)}

) -∑
ij

Sij(Ω) Sji(Ω′) (1)

δ(Ω,Ω′) ) 2|FR(Ω,Ω′)| + 2|Fâ(Ω,Ω′)| (2)
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3. Computational Details
All molecules were fully optimized at the B3LYP/6-
311++G(d,p) level using the Gaussian 03 package.22 The
characterization of the bond and ring critical points as well
as the maximum charge concentrations was carried out using
the EXTREME program, while the atomic populations were
performed by PROAIM. Both programs belong to the
AIMPAC package.23,24The AIMDELOC program was used
to obtain the delocalization indexes.25

4. Results and Discussion
4.1. Valence-Shell Characterization of Chlorine in Com-
pound Series 2 And 3.The characterization of the valence
shell was carried out in terms of the (3,-3) critical points
of L (L ) -∇2F), which represent the bonded and nonbonded
maximum charge concentrations in the VSCC of an atom in
a molecule. The locations of the (3,-3) critical points ofL
provide theoretical support for the bonded and nonbonded
electron pairs of the Lewis model.26-28 Figure 1 illustrates
the locations of the (3,-3) critical points in the valence
shell of chlorine in compound series 2 and 3. The position
of each (3,-3) critical point is indicated by a vector whose
origin is at the chlorine nucleus. To illustrate the distortion
of the VSCC in each case, Figure 2 shows the contour map
of the Laplacian for the plane that contains the halogen and
the two carbons of chloroethane and chloroethene.

Figure 1 clearly shows that the chlorine VSCC exhibits
two nonbonded maxima in series 2 and three nonbonded
maxima in series 3. Moreover, the missing nonbonded
maxima in series two are positioned optimally to delocalize
the π cloud of the carbon-carbon double bonds. Figure 1
also illustrates that the other two nonbonded maxima are in
theσ plane of the carbon-carbon double bonds, which is a
favorable location for the delocalization of the missing
nonbonded maximum charge concentration into theπ cloud.
Furthermore, Figure 2 shows contour lines connecting the
VSCC of chlorine with the VSCC of carbon in chloroethene,
signifying a greater distortion of the VSCCs of chlorine and
carbon in chloroethene than in chloroethane. This suggests
a greater sharing of electrons in the chlorine-carbon bond
of chloroethene than that in chloroethane and also suggests
that the halogen resonance effect is a donor effect.

Table 1 describes the VSCC of chlorine in compound
series 2 and series 3 in terms of several electronic properties.
The radii, -∇2F, and F at the bonded maximum charge
concentration of the chlorine VSCC are larger in series 2
than in series 3. The same trend holds for the nonbonded
maximum charge concentrations, with the exception of the
radii, which are slightly larger in series 3 than in series 2.
The radii of the nonbonded maximum charge concentrations
are smaller in series 2 than series 3, whereas-∇2F and F
continue being larger. The decrease of the angle from series
2 to series 3 indicates the change of the chlorine VSCC from
trigonal planar to tetrahedral. All these results support the
fact that one nonbonded maximum is delocalized into theπ
cloud of the double bonds in series 2.

4.2. Comparison of the Fluorine and Bromine Valence
Shells with Chlorine in Compound Series 2 and Series 3.
The bonded maximum charge concentrations of the VSCCs

of fluorine and bromine in series 2 and series 3 were not
found at the level of theory used in this study. The results
are listed in Table 2. It is possible that the maxima would
be found at higher levels of calculation since it is known
that the use of a triplet-ú basis set is the minimum
requirement to obtain consistent and topologically stable
graphs of the Laplacian.29

The nonbonded maxima charge concentrations for fluorine
and bromine have similar characteristics to that of chlorine.
For example, the VSCCs for the two atoms exhibit two

Figure 1. Location of the maximum charge concentrations
of the VSCCs of chlorine in compound series 2 and series 3.
In each molecule, the bonded maximum charge concentration
is directed toward the carbon atom bonded to chlorine and is
labeled by 1. Representations are as follows: (a) 2-1, (b) 3-1,
(c) 2-2, (d) 3-2, (e) 2-3, (f) 3-3, (g) 2-4, and (h) 3-4.
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nonbonded maxima in series 2, whereas there are three
nonbonded maxima in series 3. Also, the nonbonded
maximum charge concentrations in series 2 are in a favorable
location for the delocalization of the missing nonbonded
maximum charge concentration into theπ cloud. The radius
of the nonbonded maximum charge concentration increases
from series 2 to series 3, whereas-∇2F, F, and the angles
decrease. A decrease of almost 75% in the-∇2F value for
the nonbonded maximum charge concentration in the bro-
mine case is noteworthy. This result is expected because
bromine is considerably larger than chlorine and fluorine,
and any displacement of the same amount of electron charge
involves larger volumes. Therefore, the concentration ofF

decreases more significantly than in the cases of chlorine
and fluorine.

4.3. Characterization of the Bonded Maximum Charge
Concentrations of the Carbons Connected to Halogens.
As was shown above, the VSCCs of the halogens are
significantly altered by the resonance effect. Hence, it can
be expected that the VSCCs of the carbon atoms joined to
the halogen will also exhibit detectable modifications.
Therefore, we analyzed the VSCCs of these carbon atoms
for series 2 and series 3 with the three different halogens.
Table 3 provides the results for the bonded maximum charge
concentration of the carbon bonded to the halogens. As can
be seen in the table, the systems with the resonance effect

Figure 2. Contour map of the Laplacian of the electron density in the plane that contains the chlorine and the two carbons. (a)
Chloroethene and (b) chloroethane. The chlorine nucleus is on the left side in both cases.

Table 1. Characterization of the Maximum Charge Concentrations in the VSCCs of Chlorine in Compound Series 2 and
Series 3 in Terms of the Number of Bonded Maxima (# b), the Number of Nonbonded Maxima (# nb), Radius (r), -∇ 2F, F,
and Average Angles between Nonbonded Maximaa

bonded maxima nonbonded maxima

molecule # b r -∇2F × 101 F × 101 # nb r -∇2F × 101 F × 101 angle (nb-nb)

2-1 1 1.271 6.18 2.55 2 1.185 8.52 2.78 152.4
1.185 8.50 2.78

3-1 1 1.265 5.76 2.45 3 1.187 8.31 2.76 115.2
1.187 8.31 2.76
1.187 8.30 2.76

2-2 1 1.271 6.09 2.53 2 1.185 8.47 2.78 153.1
1.185 8.47 2.78

3-2 1 1.261 5.74 2.45 3 1.188 8.19 2.75 115.5
1.188 8.21 2.75
1.188 8.21 2.75

2-3 1 1.271 6.03 2.52 2 1.185 8.47 2.78 153.4
1.185 8.49 2.78

3-3 1 1.258 5.73 2.51 3 1.187 8.21 2.75 115.1
1.188 8.19 2.75
1.187 8.21 2.75

2-4 1 1.271 6.08 2.53 2 1.185 8.47 2.78 153.7
1.185 8.47 2.78

3-4 1 1.261 5.73 2.45 3 1.188 8.19 2.75 115.3
1.188 8.21 2.75
1.187 8.21 2.75

a Radius in angstroms, -∇2F and F in atomic units, and angles in degrees.
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(series 2) exhibit smaller radii and greater values of-∇2F
andF at the maximum charge concentration of the carbon
bonded to the halogen than those without the resonance effect
(series 3). This fact can be explained by the delocalization
of the nonbonded charge concentration in the carbon-
halogen bond. The resonance effect plays a similar role in
the unsaturated aliphatic halohydrocarbon to that of the
aromatic halohydrocarbon. There are no appreciable differ-
ences with respect to the radius,-∇2F, andF between the
haloethene (2-1), the halobenzene (2-2), and the halonaph-
thalenes (2-3 and 2-4), respectively. Fluorine produces the
smallest value of-∇2F and the largest value ofF at the
bonded maximum charge concentration of the carbon bonded
to the halogen.

We analyzed the carbon connected to the halogen in series
2 and series 3 in terms of the bonded charge concentration
contained in the carbon-carbon bond in order to investigate

the halogen resonance effect on the carbon-carbon double
bond in series 2. Also, we characterized the respective
bonded charge concentrations of the carbons for the non-
halogen systems (series 1 and series 4) to make illustrative
comparisons. Table 4 provides the results. The VSCC of the
carbon connected to the halogen in series 2 and series 3
exhibits a bonded maximum charge concentration contained
in the carbon-carbon bond with smaller radii than the
nonhalogen systems (series 1 and series 4). The radii are
even smaller in cases where the halogen resonance effect
exists (series 2). Moreover, series 2 exhibits the greatest
values of-∇2F and F at these bonded maximum charge
concentrations. The values of-∇2F and F for nonhalogen
unsaturated systems (series 1) are between the two types of
halogen systems (series 2 and series 3). Fluorine produces
smaller radii and larger values of-∇2F and F in its
compounds than chlorine and bromine. Slight differences are

Table 2. Characterization of the Nonbonded Maximum Charge Concentrations in the VSCCs of Fluorine and Bromine in
Series 2 and Series 3 in Terms of the Number of Nonbonded Maxima (# nb), Radius (r), -∇2F, F, and Average Angles
between Nonbonded Maximaa

Nonbonded Maxima

fluorine bromine

molecule # nb r -∇2F×102 F × 101 angle (nb-nb) molecule # nb r -∇2F r angle (nb-nb)

2-1 2 0.569 9.34 1.52 157.0 2-1 2 1.567 0.82 1.65 158.9
0.569 9.31 1.52 1.568 0.82 1.65

3-1 3 0.571 9.06 1.50 116.2 3-1 3 1.574 0.21 1.62 117.1
0.571 9.06 1.50 1.574 0.19 1.62
0.571 9.07 1.50 1.574 0.19 1.62

2-2 2 0.569 9.28 1.52 155.7 2-2 2 1.567 0.76 1.65 159.8
0.569 9.28 1.51 1.567 0.76 1.65

3-2 3 0.571 9.00 1.50 116.6 3-2 3 1.577 0.16 1.61 117.3
0.571 8.98 1.50 1.576 0.03 1.61
0.571 9.00 1.50 1.576 0.03 1.61

2-3 2 0.569 9.26 1.52 156.1 2-3 2 1.566 0.94 1.66 159.8
0.569 9.26 1.52 1.566 0.77 1.65

3-3 3 0.571 9.01 1.50 116.0 3-3 3 1.576 0.11 1.61 116.7
0.571 8.96 1.50 1.578 0.29 1.60
0.571 8.98 1.50 1.575 0.09 1.62

2-4 2 0.569 9.28 1.52 156.6 2-4 2 1.567 0.79 1.65 159.3
0.569 9.28 1.52 1.567 0.77 1.65

3-4 3 0.571 8.97 1.50 116.6 3-4 3 1.577 0.16 1.61 117.2
0.571 9.00 1.50 1.576 0.03 1.61
0.571 9.00 1.50 1.576 0.03 1.61

a Radius in angstroms, -∇2F and F in atomic units, and angles in degrees.

Table 3. Characterization of the Carbon-Halogen Bonded Maximum Charge Concentrations in the VSCC of the Carbon
Connected to the Halogen (Fluorine, Chlorine, or Bromine) in Terms of Radius, -∇2F, and F for Series 2 and Series 3a

fluorine chlorine bromine

molecule r -∇2F × 101 F × 101 molecule r -∇2F × 101 F × 101 molecule r -∇2F × 101 F × 101

2-1 1.043 3.47 2.63 2-1 1.035 4.99 2.13 2-1 1.027 4.81 2.02
3-1 1.053 2.64 2.29 3-1 1.054 3.84 1.89 3-1 1.049 3.53 1.79
2-2 1.044 3.51 2.62 2-2 1.034 4.95 2.11 2-2 1.026 4.80 2.01
3-2 1.052 2.45 2.23 3-2 1.054 3.61 1.85 3-2 1.049 3.33 1.75
2-3 1.045 3.43 2.61 2-3 1.035 4.84 2.10 2-3 1.027 4.68 1.99
3-3 1.054 2.37 2.21 3-3 1.055 3.53 1.83 3-3 1.050 3.20 1.73
2-4 1.044 3.51 2.62 2-4 1.034 4.94 2.11 2-4 1.026 4.80 2.01
3-4 1.053 2.44 2.23 3-4 1.055 3.59 1.84 3-4 1.050 3.31 1.75

a Radius in angstroms and -∇2F and F in atomic units.
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found between unsaturated aliphatic and aromatic compounds
in terms of-∇2F andF values. For example, ethane (1-1)
and chloroethene (2-1) exhibit larger radii and greater values
of -∇2F andF than benzene (1-2) and chlorobenzene (2-2),
respectively.

4.4. Characterization of the Carbon-Halogen and
Carbon-Carbon Bonds. It is well-established that the
electronic properties at the bond critical point provide
extensive information about a chemical bond.2 Therefore,
we carried out the characterization of the bond critical points
at the carbon-halogen bond in series 2 and series 3 for the
three halogens in terms of ellipticity,F, and-∇2F. The bond
critical point at the carbon-carbon bond was also character-
ized, and a comparison with the carbon-carbon bonds in
series 1 and series 4 was carried out. The data in Table 5
indicate that the ellipticities of carbon-halogen bonds are
greater in systems where the resonance effect exists. For
example, the ellipticity of the carbon-chlorine bond in
chloroethene (2-1) is 5.09× 10-2 au (atomic units), which
is greater than the 1.40× 10-2 au exhibited in chloroethane
(3-1). Moreover, the ellipticities are greater in halogen
unsaturated aliphatic systems (2-1) than in halogen aromatic
systems (2-2, 2-3, and 2-4) for chlorine and bromine. The
opposite behavior is observed for fluorine.

The electron density at the bond critical point is also
greater in systems where the halogen resonance effect is
present (series 2). Fluorine produces the greatest value ofF
at the bond critical point. There are no appreciable differences
between halogen unsaturated aliphatic and halogen aromatic
systems in terms ofF at the carbon-halogen bond critical
point. Similar behavior is observed for-∇2F except that
chlorine produces the greatest values.-∇2F values for
halogen unsaturated aliphatic systems are slightly greater than
those of halogen aromatic systems for the three halogens.

Table 6 shows that series 2 exhibits greater values of
ellipticities in the carbon-carbon double bond than series
1. For example, the ellipticity at the carbon-carbon double
bond in fluoroethene (2-1) is 4.20× 10-1 au, which is greater
than the 3.32× 10-1 au exhibited in ethene (1-1). This
observation can be explained by the delocalization of one
nonbonded maximum charge concentration by the resonance
effect through the carbon-halogen bond, which contributes
to an increase in the electron density in theπ plane of the
whole system.

F and-∇2F at the bond critical point of the carbon-carbon
double bond are slightly greater in series 2 than in series 1,
with fluorine yielding the greatest differences. Moreover, the
carbon-carbon bond in series 2 exhibits considerably greater

Table 4. Characterization of the Carbon-Carbon Bonded Maximum Charge Concentrations in the VSCCs of the Carbon
Connected to the Halogen (Fluorine, Chlorine, or Bromine) in Terms of Radius, -∇2F, and F for All Four Seriesa

fluorine chlorine bromine

molecule r -∇2F F × 101 molecule r -∇2F F × 101 molecule r -∇2F F × 101

1-1 0.987 1.14 3.53 1-1 0.987 1.14 3.53 1-1 0.987 1.14 3.53
2-1 0.958 1.28 3.71 2-1 0.968 1.21 3.63 2-1 0.970 1.19 3.61
3-1 0.966 1.03 2.94 3-1 0.970 0.98 2.88 3-1 0.971 0.97 2.88
4-1 0.996 0.82 2.68 4-1 0.996 0.82 2.68 4-1 0.996 0.82 2.68
1-2 0.983 1.06 3.25 1-2 0.983 1.06 3.25 1-2 0.983 1.06 3.25
2-2 0.958 1.20 3.43 2-2 0.965 1.13 3.34 2-2 0.967 1.11 3.32
3-2 0.962 1.05 2.96 3-2 0.966 1.00 2.91 3-2 0.967 0.99 2.90
4-2 0.991 0.85 2.72 4-2 0.991 0.85 2.72 4-2 0.991 0.85 2.72
1-3 (C1) 0.982 1.09 3.34 1-3 (C1) 0.982 1.09 3.34 1-3 (C1) 0.982 1.09 3.34
2-3 0.957 1.23 3.52 2-3 0.965 1.15 3.43 2-3 0.967 1.13 3.41
3-3 0.962 1.05 2.96 3-3 0.965 1.00 2.92 3-3 0.966 0.99 2.90
4-3 (C1) 0.991 0.85 2.72 4-3 (C1) 0.991 0.85 2.72 4-3 (C1) 0.991 0.85 2.72
1-3 (C2) 0.983 1.08 3.34 1-3 (C2) 0.983 1.08 3.34 1-3 (C2) 0.983 1.08 3.34
2-4 0.957 1.23 3.51 2-4 0.966 1.15 3.43 2-4 0.968 1.13 3.41
3-4 0.962 1.05 2.96 3-4 0.966 1.00 2.91 3-4 0.967 0.99 2.90
4-3 (C2) 0.991 0.85 2.72 4-3 (C2) 0.991 0.85 2.72 4-3 (C2) 0.991 0.85 2.72
a Radius in angstroms and -∇2F and F in atomic units.

Table 5. Ellipticity (ε), F, and -∇2F of the Carbon-Halogen (Fluorine, Chlorine, and Bromine) Bonds for Series 2 and
Series 3a

fluorine chlorine bromine

molecule bond ε × 102 F × 101 -∇2F × 101 bond ε × 102 F × 101 -∇2F × 101 bond ε × 102 F × 101 -∇2F × 101

2-1 C-F 7.36 2.49 1.44 C-Cl 5.09 1.94 2.84 C-Br 6.22 1.57 1.47
3-1 C-F 3.25 2.23 0.37 C-Cl 1.40 1.67 1.87 C-Br 1.26 1.36 1.05
2-2 C-F 6.58 2.48 1.21 C-Cl 5.61 1.91 2.72 C-Br 6.37 1.55 1.44
3-2 C-F 1.02 2.18 0.63 C-Cl 0.86 1.61 1.64 C-Br 0.85 1.31 0.92
2-3 C-F 5.66 2.47 1.31 C-Cl 5.73 1.90 2.64 C-Br 6.38 1.53 1.39
3-3 C-F 0.46 2.16 0.64 C-Cl 0.90 1.60 1.58 C-Br 0.76 1.28 0.84
2-4 C-F 6.12 2.48 1.20 C-Cl 5.71 1.91 2.72 C-Br 6.47 1.55 1.45
3-4 C-F 1.17 2.18 0.65 C-Cl 0.90 1.61 1.63 C-Br 0.86 1.31 0.91

a ε, F, and -∇2F in atomic units.
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values ofF and-∇2F at the bond critical point than those
in series 3. For example, fluoroethene (2-3) exhibits values
of 3.52 and 10.72 au (F and-∇2F), which are greater than
the 2.54 and 6.13 au exhibited in fluoroethane, respectively.
These facts can only be explained by the halogen resonance
effect.

Furthermore, Figure 3 shows the contour map of the
electron density in the plane that contains the halogen and
the two carbons in chloroethane and chloroethene. Greater
distortion of the 0.2 au contour line in chloroethene than
that of chloroethane is clearly evident. Therefore, the halogen
resonance effect produces a greater amount of charge in the
area between the two atoms, which further demonstrates the
donor character of the halogen resonance effect.

The ring critical points were also analyzed for the cyclic
systems. The three halogens do not produce any appreciable
effects onF and-∇2F at the ring critical points. Their values
are very similar to those of the nonhalogen systems.
Therefore, the presence of the halogens in the systems does
not make any appreciable difference in the characteristics
of the ring critical points whether the resonance effect exists
or not.

4.5. Population Analysis.Table 7 lists the populations
of the halogens and their adjacent carbons in series 2 and
series 3. Clearly, the populations of chlorine and bromine
in series 2 are smaller than those in series 3, whereas the
population of fluorine remains constant at 9.62 au. Notice
that the populations of chlorine and bromine are still greater
than their respective atomic numbers (17 and 35). This
suggests that the electron-withdrawing inductive effect of
the halogens is stronger than the donor resonance effect.
However, the fluorine systems do not follow the same
behavior.

The populations of the carbons adjacent to the halogens
are always greater in series 2 than in series 3. This is an
expected result and restates the donor character of the
halogen resonance effect. The resonance effect produced by
the delocalization of one nonbonded maximum charge
concentration of the VSCC of the halogens in series 2 donates
charge to the adjacent carbon, increasing its population. It
makes the populations of the carbons adjacent to the halogen
in series 2 greater than that of the respective carbons in series
3 where only the electron-withdrawing inductive is present.

Table 6. Ellipticity (ε), F, and -∇2F of the Carbon-Carbon Bond Adjacent to the Halogen for All Four Seriesa

fluorine chlorine bromine

molecule e F × 101 -∇2F × 101 molecule e F × 101 -∇2F × 101 molecule e F × 101 -∇2F × 101

1-1 3.3210-1 3.44 10.27 1-1 3.3210-1 3.44 10.27 1-1 3.3210-1 3.44 10.27
2-1 4.2010-1 3.52 10.72 2-1 3.7910-1 3.47 10.37 2-1 3.6810-1 3.47 10.34
3-1 4.1510-2 2.54 6.13 3-1 1.6710-2 2.48 5.80 3-1 9.3710-3 2.48 5.78
4-1 2.2410-5 2.41 5.49 4-1 2.2410-5 2.41 5.49 4-1 2.2410-5 2.41 5.49
1-2 2.0010-1 3.08 8.59 1-2 2.0010-1 3.08 8.59 1-2 2.0010-1 3.08 8.59
2-2 2.6110-1 3.17 9.10 2-2 2.3210-1 3.10 8.65 2-2 2.2410-1 3.10 8.60
3-2 4.3810-2 2.53 6.03 3-2 2.0710-2 2.47 5.70 3-2 1.4010-2 2.47 5.67
4-2 6.6110-3 2.39 5.31 4-2 6.6110-3 2.39 5.31 4-2 6.6110-3 2.39 5.31
1-3 2.4210-1 3.20 9.13 1-3 2.4210-1 3.20 9.13 1-3 2.4210-1 3.20 9.13
2-3 3.0910-1 3.28 9.58 2-3 2.7710-1 3.21 9.14 2-3 2.6910-1 3.20 9.08
3-3 4.4510-2 2.53 6.04 3-3 2.4410-2 2.48 5.73 3-3 1.5210-2 2.46 5.65
4-3 5.9710-3 2.40 5.34 4-3 5.9710-3 2.40 5.34 4-3 5.9710-3 2.40 5.34
1-3 2.4210-1 3.20 9.13 1-3 2.4210-1 3.20 9.13 1-3 2.4210-1 3.20 9.13
2-4 3.1310-1 3.28 9.59 2-4 2.8110-1 3.22 9.17 2-4 2.7210-1 3.21 9.12
3-4 4.3010-2 2.53 6.04 3-4 1.9910-2 2.48 5.72 3-4 1.3110-2 2.47 5.69
4-3 5.9710-3 2.40 5.34 4-3 5.9710-3 2.40 5.34 4-3 5.9710-3 2.40 5.34

a ε, F, and -∇2F in atomic units.

Figure 3. Contour map of the electron density in the plane that contains chlorine and the two carbons. (a) Chloroethene and
(b) chloroethane.
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4.6. Delocalization Indexes.As explained above,δ(X,C)
measures the sharing of electrons between a halogen and
carbon.δ(X,C) is clearly greater in series 2 than in series 3
for chlorine and bromine (Table 8). The same behavior is
observed in the case of fluorine, although the difference is
not as great. These facts support the donor character of the
halogen resonance effect in series 2, which produces a higher
sharing of electrons between the three halogens and their
bonded carbon than in series 3. On the other hand, fluorine
and bromine exhibit the lowest and largest values ofδ(X,C),
respectively. In fact, the sharing of electrons between
halogens and their bonded carbons in our systems is inversely
related to the eletronegativity difference between the halogen
and its bonded carbon. For example,δ(Br,C) is greater than
δ(F,C) andδ(Cl,C) in both series, and the electronegativity
difference increases from Br-C to F-C.

4.7. Electrophilic Aromatic Substitution in the R- and
â-Halonaphthalenes.In their study of electrophilic aromatic
substitution, Bader and Chang21 showed that the Laplacian
values at the saddle points, which link the carbon-carbon
bonded charge concentration in substituted benzenes, predict
the observed directing and activating-deactivating effects.
These so-called link points exhibit the second-highest charge
concentration of the VSCC of the atoms (second to the
maximum charge concentration). In benzene, these points

are above and below the plane of the ring. Therefore, it is
reasonable to think of them as possible sites for electrophilic
attack. The location of these link points in benzene is
illustrated in Figure 4. In this paper, we have carried out a
similar study of electrophilic aromatic substitution in theR-
andâ-halonaphthalenes.

As in the benzene case, there are two saddle points that
link the two carbon-carbon bonded charge concentrations
in the halonaphthalenes (one above and another below the
plane of the ring). However, the saddle points which link
the hydrogen-carbon maximum bonded charge concentra-
tions are not always in the plane of the ring as in benzene
(Figure 4). All carbons of the ring except the bridging
carbons in the halonaphthalenes exhibit one hydrogen-
carbon link point in the plane of the ring. Also, they exhibit
two hydrogen-carbon link points out of the plane of the
ring, one above and one below. It can be understood that
one of the hydrogen-carbon link points that is in the plane
in benzene is split into two hydrogen-carbon link points in
the halonaphthalenes because of the lower symmetry. The
location of the split of the link points alternates along the
carbon chain. For example, there are four hydrogen-carbon
link points in the region between C1 and C2 (the split of
hydrogen-carbon link points for each carbon), and it repeats
in the regions between C3 and C4, C6 and C7, and C8 and C9.
On the other hand, there are two hydrogen-carbon link
points in the region between C2 and C3 (the hydrogen-
carbon link point in the plane for each carbon), and it repeats
in the region between C7 and C8. Figure 5 illustrates the
location of the link points in theR- andâ-halonaphthalenes,
and Table 9 provides-∇2F values of the carbon-carbon
link points for theR- andâ-halonaphthalenes. (The analysis
of the hydrogen-carbon link points is not reported because
it does not provide further insight. Their properties do not
change appreciably throughout the ring, and also, they are
generally similar to those of naphthalene for each halogen.
Furthermore, their-∇2F values are noticeably lower than
those for carbon-carbon link points. Thus, we focus on the
carbon-carbon link points because they should play a major
role as sites for electrophilic attack. We performed our
analysis in terms of-∇2F to be consistent with the common
practice in the literature, but it must be noted that the opposite
convention was used by Bader and Chang.21)

Table 7. Populations of the Halogens and Their Adjacent
Carbons in Series 2 and Series 3a

Population

molecule atoms fluorine chlorine bromine

2-1 halogen 9.62 17.21 35.07
carbon 5.56 5.97 6.11

3-1 halogen 9.62 17.28 35.18
carbon 5.49 5.88 5.99

2-2 halogen 9.62 17.22 35.08
carbon 5.55 5.96 6.10

3-2 halogen 9.62 17.30 35.20
carbon 5.52 5.89 5.994

2-3 halogen 9.62 17.22 35.08
carbon 5.55 5.96 6.10

3-3 halogen 9.62 17.30 35.21
carbon 5.46 5.96 6.00

2-4 halogen 9.62 17.22 35.08
carbon 5.55 5.96 6.10

3-4 halogen 9.62 17.30 35.20
carbon 5.519 5.89 5.99

a Populations in atomic units.

Table 8. Delocalization Indexes for the Bonded
Halogen-Carbon [δ(X,C)] in Series 2 and Series 3a

molecule fluorine chlorine bromine

2-1 0.850 1.125 1.158
3-1 0.813 1.028 1.051
2-2 0.826 1.092 1.121
3-2 0.787 0.985 1.003
2-3 0.823 1.087 1.114
3-3 0.784 0.980 0.989
2-4 0.825 1.092 1.122
3-4 0.786 0.984 1.001

a Delocalization indexes in atomic units.

Figure 4. Atomic graphs describing the VSCC of a carbon
in benzene. The maximum charge concentrations and link
points are denoted by stars and dots, respectively. The solid
link line is in the plane, the dashed link line is above the plane,
and the gray link line is below the plane.
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Experimental studies of electrophilic aromatic substitu-
tion30 indicate that halogens at theR position (C1) in
naphthalene are C2- and C4-directing, whereas halogens at
theâ position (C2) are C1- and C3-directing. As can be seen
in the table, the link points with the largest values of-∇2F
are in the VSCCs of C2 and C4 in the case of the
R-halonaphthalenes.R-fluoronaphthalene exhibits the greatest
values, 0.159 for C2 and 0.145 for C4, whereasR-bro-
monaphthalene exhibits the lowest values, 0.149 for C2 and
0.136 for C4. Thus, the electrophilic attack will preferentially
occur at C2 and C4, following the trend F> Cl > Br as
demonstrated by experiments. However, our results are not
absolutely consistent with experimental results30 because they
predict that the electrophilic attack will be more preferentially
directed to position C2 than to position C4 in theR-halonaph-
thalenes. Also, they predict a similar tendency of electrophilic
aromatic substitution at the C3 and C4 positions except for
the case of fluorine, where there is a noticeable preference
of C4 over C3. The analysis forâ-halonaphthalenes indicates
a preference for C1 over C3 with the same trend as that
observed in theR-halonaphthalenes (F> Cl > Br). These
results are consistent with experimental results. Furthermore,
the results predict faster electrophilic aromatic substitution
at the C1 position of theâ-halonaphthalenes than at the C2

position of theR-halonaphthalenes. These results are also
consistent with experimental results.30

5. Conclusions
The VSCCs of the halogens in compounds where the
halogens are bonded to a carbon-carbon single bond exhibit
three nonbonded maximum charge concentrations (series 3).
The location of these maxima can be considered to be
tetrahedral. However, the VSCCs of the halogens bonded to
a carbon-carbon double bond exhibit two nonbonded
maximum charge concentrations in the sp2 plane of the

carbons (series 2). This suggests an overlapping or delocal-
ization of one of the nonbonded maximum charge concentra-
tions of the halogen into theπ cloud of the carbon-carbon
double bond by a resonance effect. The systems with the
halogen resonance effect exhibit smaller radii and larger
values of-∇2F andF at the maximum charge concentrations
of the halogens than those in the systems where only the
electron-withdrawing inductive effect of the halogen is
acting.

In the case of the sp2 carbons bonded to the halogen in
series 2, their maximum charge concentrations bonded to
the halogen exhibit smaller radii and greater values of-∇2F
andF than those of the sp3 carbons bonded to the halogen
in series 3. Moreover, the maximum charge concentrations
of the sp2 carbons bonded to the other carbon that forms the
carbon-carbon double bond in series 2 exhibit similar radii
(in general, slightly smaller) and greater values of-∇2F and
F than those of the sp3 carbons bonded to the halogen in
series 3. The values of-∇2F andF for these carbon-carbon-
bonded maximum charge concentrations in the four series
of molecules follow the trend 2> 1 > 3 > 4.

The ellipticities,-∇2F, andF at the bond critical points
for the halogen-carbon bonds are greater in series 2 than in
series 3. Fluorine and chlorine produce the largest values of
F and -∇2F, respectively. These facts clearly show the
delocalization of charge from the halogens to the sp2 carbon.
In the case of the carbon-carbon bond, the ellipticities at
the bond critical point are greater in series 2 than in series
1 (also true for series 3 and series 4). These results also
suggest an overlapping or delocalization of one of the
nonbonded maximum charge concentrations of the VSCC
of the halogens into theπ cloud of the carbon-carbon double
bond by a resonance effect. TheF and-∇2F values exhibit
the same behavior.

The populations of chlorine and bromine in series 2 are
smaller than in series 3 (larger than 17 and 35, respectively).
This suggests that the electron-withdrawing inductive effect
of the halogens is larger than the donor resonance effect.
However, the fluorine systems do not follow the same
behavior. In the case of the carbon bonded to the halogens,
the populations are always greater in series 2 than in series
3, which is consistent with the donor character of the halogen
resonance effect. Furthermore, the delocalization indexes
between the halogen and its bonded carbon are larger in
series 2 than in series 3, which shows that the halogen
resonance effect contributes to the sharing of electrons
between the halogens and their bonded carbon.

The locations of the carbon-carbon link points of the
VSCC in R- andâ-naphthalene is slightly different than in
benzene. The analysis of these link points in terms of-∇2F
shows that electrophilic aromatic substitution is more favor-
able inR-fluoronaphthalene than inR-chloronaphthalene and
R-bromonaphthalene. The same conclusion holds for the
â-halonaphthalenes. Also, the results indicate a preference
for C1 over C3 in the â-halonaphthalenes. All these results
are consistent with experimental results.

In summary, we report several observations that are
consistent with the presence of the halogen resonance effect
in compounds where the halogen is bonded to a carbon-

Figure 5. Atomic graphs describing the VSCC of a carbon
in the halonaphthalenes. The maximum charge concentrations
and link points are denoted by stars and dots, respectively.
The solid link line is in the plane, the dashed link line is above
the plane, and the gray link line is below the plane.

Table 9. Values of -∇2F for Carbon-Carbon Link Points
in R- and â-Halonaphthalenea

R-halogen F Cl Br â-halogen F Cl Br

C2 0.159 0.150 0.149 C1 0.165 0.156 0.154

C3 0.135 0.136 0.136 C3 0.150 0.146 0.146

C4 0.145 0.139 0.136 C4 0.136 0.136 0.137
a -∇2F in atomic units.
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carbon double bond. These observations include the missing
nonbonded maximum charge concentration in the VSCC of
the halogens, the increase of-∇2F and F in the bonded
maximum charge concentrations in the VSCC of the halogens
and in the VSCC of their respective bonded carbons, the
electronic properties at the BCPs, the atomic populations,
and the delocalization indexes. Furthermore, our observations
are consistent with experimental results for electrophilic
aromatic substitution in halonaphthalenes.
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Abstract: We have carried out an extensive exploration of the gas-phase basicity of archetypal

anionic bases across the periodic system using the generalized gradient approximation of density

functional theory (DFT) at BP86/QZ4P//BP86/TZ2P. First, we validate DFT as a reliable tool for

computing proton affinities and related thermochemical quantities: BP86/QZ4P//BP86/TZ2P is

shown to yield a mean absolute deviation of 1.6 kcal/mol for the proton affinity at 0 K with respect

to high-level ab initio benchmark data. The main purpose of this work is to provide the proton

affinities (and corresponding entropies) at 298 K of the anionic conjugate bases of all main-

group-element hydrides of groups 14-17 and periods 2-6. We have also studied the effect of

stepwise methylation of the protophilic center of the second- and third-period bases.

1. Introduction
Designing new (and optimizing existing) approaches and
routes in organic synthesis requires knowledge of the
thermochemistry involved in the targeted reactions. In this
context, the proton affinity (PA) of a reactant or intermediate
species B- often plays an important role. This thermochemi-
cal quantity is defined as the enthalpy change associated with
dissociation of the conjugate acid (eq 1):1-5

Overall reaction enthalpies and reaction barriers (and thus
reaction rates) are related to the PA, as soon as proton transfer
occurs somewhere along the cascade of elementary steps of
a reaction mechanism. This is often the case, as proton
transfer is ubiquitous in organic reaction mechanisms, either
as simple proton transfer (PT) or as part of a more complex
chemical transformation, for example, base-induced elimina-
tion reactions that may compete with nucleophilic substitu-
tion.6

Here, we focus on the proton affinities of anionic bases
in the gas phase. Gas-phase proton affinities are obviously
directly applicable to gas-phase chemistry,3,4 but they are
also relevant for chemistry occurring in the condensed

phase.1,7 On one hand, they reveal the intrinsic basicity of
the protophilic species involved, and thus, they shed light
on how this property is affected by the solvent. On the other
hand, they can serve as a universal, solvent-independent
framework of reference, from which the actual basicity of a
species in solution can be obtained through an (empirical)
correction for the particular solvent under consideration.8

Experimental gas-phase proton affinities are well-known for
neutral and cationic organic bases.3,4 Less information is
available for anionic bases, in particular, for anionic bases
with a heavier, that is, third- and higher-period, atom as the
protophilic center.4,5

The present study has three purposes. First, we wish to
evaluate the performance of various popular exchange-
correlation functionals of density functional theory (DFT)9

ranging from the local density approximation (LDA) via the
generalized gradient approximation (GGA) and hybrid func-
tionals to meta-GGA functionals.9,10 This is done by comput-
ing the 0 K reaction enthalpies∆acidH0 of reaction 1 (i.e.,
PA0 values) for a test set of 17 bases for which highly
accurate benchmark data are available.11,12 It is anticipated
here that the well-known BP8613 functional performs very
reasonably, in fact, even slightly better than the B3LYP14

hybrid functional. Second, we aim at setting up a complete
description of the proton affinities of the conjugate bases
XHn

- of all archetypal main-group-element hydrides XHn+1

* Corresponding author fax: +31-20-59 87617; e-mail:
fm.bickelhaupt@few.vu.nl.

BH f B- + H+ : ∆H ) PA (1)
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of groups 14-17 and periods 2-6. Third, we have studied
the influence of stepwise methylation of the protophilic center
X in species (CH3)mXHn-m

- (for periods 2 and 3), for
example, SiH3-, CH3SiH2

-, (CH3)2SiH-, and (CH3)3Si-. In
addition to our computed BP86/QZ4P//BP86/TZ2P values
for the 298 K reaction enthalpy∆acidH298 of all acids BH in
eq 1 (that is, the proton affinity PA of all bases B-), we
also report the corresponding 298 K reaction entropies
(∆acidS298, provided as-T∆acidS298 values) and 298 K reaction
free energies (∆acidG298).

Note that the series of, in total, 41 bases investigated in
this study covers large parts of the periodic system as well
as a number of important structural themes occurring in
organic chemistry. To the best of our knowledge, this series
of bases has never before been studied, in its full range,
consistently with one and the same method, either experi-
mentally or theoretically. We anticipate that the very
consistency of our approach makes our data particularly
suitable for inferring accuratetrends in thermochemistry
across the periodic system.

2. Methods
All calculations were performed with the Amsterdam Density
Functional program developed by Baerends and others.15,16

Molecular orbitals were expanded using two different large,
uncontracted sets of Slater-type orbitals: TZ2P and QZ4P.17

The TZ2P basis is of triple-ú quality, augmented by two sets
of polarization functions (d and f on heavy atoms; 2p and
3d on H). The QZ4P basis, which contains additional diffuse
functions, is of quadruple-ú quality, augmented by four sets
of polarization functions (two d and f on heavy atoms;
two 2p and two 3d sets on H). Core electrons (e.g., 1s for
second period, 1s2s2p for third period, 1s2s2p3s3p for
fourth period, 1s2s2p3s3p3d4s4p for fifth period, and
1s2s2p3s3p3d4s4p4d for sixth period) were treated by the
frozen core approximation.16 An auxiliary set of s, p, d, f,
and g Slater-type orbitals was used to fit the molecular
density and to represent the Coulomb and exchange potentials
accurately in each self-consistent field (SCF) cycle. Scalar
relativistic corrections were included self-consistently using
the zeroth order regular approximation.18

Energies and gradients were calculated using LDA (Slater
exchange and VWN19 correlation) with nonlocal corrections13

due to Becke (exchange) and Perdew (correlation) added self-
consistently. This is the BP86 density functional, which is
one of the three best DFT functionals for the accuracy of
geometries,20 with an estimated unsigned error of 0.009 Å
in combination with the TZ2P basis set. The restricted and
unrestricted formalisms were used for closed-shell and open-
shell species, respectively.

The energies of a range of other popular DFT functionals
were calculated in a post-SCF fashion using the BP86/QZ4P//
BP86/TZ2P orbitals and densities, to estimate the influence
of the choice of DFT functional. These functionals include
LDA,19 GGAs (BLYP, PBE, OLYP, and HCTH/407),13,21,22

meta-GGAs (VS98, BLAP3, TPSS, andτ-HCTH),13,23,24and
hybrid functionals (TPSSh, O3LYP, PBE0, B97, B1PW91,
andτ-HCTHh).21,24,25The resulting proton affinities at 0 K

and corresponding deviations from high-level theory data are
provided in Table S1 in the Supporting Information.

Geometries were optimized using analytical gradient
techniques until the maximum gradient component was less
than 1.0× 10-4 atomic units (see Table S2 in the Supporting
Information). Vibrational frequencies were obtained through
numerical differentiation of the analytical gradients.16 The
enthalpy correction to the electronic energy of the systems
was calculated from the vibrational frequencies using
standard thermochemistry relations;26 for example, enthalpy
corrections at 298.15 K and 1 atm (∆H298) were calculated
according to

Here, ∆Etrans,298, ∆Erot,298, and ∆Evib,0 are the differences
between the reactant (i.e., BH, the conjugate acid) and
products (i.e., B- + H+, the anionic base and the proton) in
translational, rotational, and zero-point vibrational energy,
respectively;∆(∆Evib,0)298 is the change in the vibrational
energy difference as one goes from 0 to 298.15 K. The
vibrational energy corrections are based on our frequency
calculations. The molar work term∆(pV) is (∆n)RT; ∆n )
+1 for one reactant BH dissociating to two products (B-

and H+). Thermal corrections for the electronic energy are
neglected.

3. Results and Discussion
3.1. Benchmarking and Validation of DFT.We begin with
an extensive exploration of the performance of various
density functionals covering LDA, GGA, meta-GGA, and
hybrid DFT. To this end, we have computed the proton
affinity at 0 K (PA0 ) ∆acidH0) for a series of 17 anionic
bases B-, shown in Table 1, for which extremely accurate
experimental data (with uncertainties of only 0.003 up to
0.7 kcal/mol)11,12and ab initio theoretical benchmark values12

are available. This series of bases covers PA0 values ranging
from 322.6 for Br- through 415.2 kcal/mol for CH3- (see
Table 1, exptl.). Table 1 compares our results for BP86,
which emerges as one of the best functionals (vide infra),
with earlier B3LYP/aug-cc-pVTZ and CCSD(T)/aug-cc-
pVQZ//B3LYP/aug-cc-pVTZ benchmark calculations as well
as with experimental results.11,12 Our results for the other
density functionals are collected in Table S1 of the Sup-
porting Information. As can be seen in Table 1, the CCSD-
(T) benchmark and experimental PA0 values agree excel-
lently, the latter showing a mean absolute deviation (MAD)
from the former of only 0.4 kcal/mol.

First, we have explored with BP86 the effect of carrying
out the DFT calculations with the TZ2P versus the very large
QZ4P basis set (see Section 2). Already, with the “smaller”
TZ2P basis, that is, at BP86/TZ2P, we find PA0 values in
reasonable agreement with the CCSD(T) benchmark, show-
ing a MAD value of 2.8 kcal/mol with respect to the latter
(see Table 1). There is one qualitative disagreement between
BP86/TZ2P, on one hand, and CCSD(T) and the experi-
mental results, on the other hand: the former yields the vinyl
anion C2H3

- as slightly less basic than the amide anion NH2
-,

∆H298 ) ∆Etrans,298+ ∆Erot,298+ ∆Evib,0 + ∆(∆Evib,0)298 +
∆(pV)
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whereas the two latter yield the reverse order, that is, NH2
-

as more basic than C2H3
- (see Table 1).

Further improvements can be achieved by going from the
TZ2P to the QZ4P basis set. The QZ4P basis set is not only
more flexible and better polarized it also contains more
diffuse functions. One may, therefore, expect an improved
description of reaction 1 in which we go from a neutral
species BH to two (oppositely) charged species B- + H+.
In particular, the description of the expanding density
(“breathing orbitals”) at the protophilic center (e.g., nitrogen
in NH3/NH2

-) benefits from going from the TZ2P to the
QZ4P basis set. Thus, single-point calculations were done
at BP86/QZ4P using the BP86/TZ2P geometries and enthalpy
corrections. At this level of theory, that is, at BP86/QZ4P//
BP86/TZ2P, we achieve a significant improvement of the
MAD, which drops to 1.6 kcal/mol relative to the CCSD(T)
benchmark data, which is comparable to the MAD value of
1.7 kcal/mol obtained earlier at B3LYP/aug-cc-pVTZ12 (see
Table 1). Furthermore, BP86/QZ4P//BP86/TZ2P yields cor-
rect relative PA0 values over the entire range of bases. None
of the other density functionals (see Section 2) performs
better than this BP86 approach, with MAD values ranging
from 1.6 kcal/mol for PBE (the only other functional
achieving this small MAD value) via 2.6 and 3.0 kcal/mol
for BLYP and OLYP through 7.8 and 8.1 kcal/mol for
O3LYP and LDA (see Table S1 in the Supporting Informa-
tion).

We have verified that neither the geometry nor the
enthalpy corrections differ significantly if they are also
computed with the QZ4P basis set (data not shown). Thus,
the full BP86/QZ4P//BP86/QZ4P energies differ by merely
0.04 kcal/mol or less compared to the BP86/QZ4P//BP86/
TZ2P energies (tested for NH2

- and F-), while the enthalpy
corrections differ by only 0.05 kcal/mol or less (tested for
CH3O- and F-).

In conclusion, BP86/QZ4P//BP86/TZ2P (with BP86/TZ2P
enthalpy corrections) emerges as a reliable approach for
studying trends in the basicity of anionic bases in the
following section.

3.2. Proton Affinities of Main-Group-Element Hy-
drides. Using the BP86/QZ4P//BP86/TZ2P approach (see
previous section), we have computed the proton affinities at
298 K (PA ) ∆acidH298) and the corresponding entropies
∆acidS298 (provided as-T∆acidS298 values) and reaction free
energies∆acidG298 of the anionic conjugate bases of all main-
group-element hydrides of groups 14-17 and periods 2-6.
The results are summarized in Table 2 and Figure 1.

Along the series of second-period bases, we obtain the
well-known trend of a decreasing basicity as the PA falls
from 414 to 404 to 390 to 373 kcal/mol along CH3

-, NH2
-,

OH-, and F- (see Table 2 and Figure 1). In each of the four
groups (14-17), the PA decreases if one descends the
periodic table. The largest reduction in PA occurs from the
second to the third period. In group 14, for example, the PA
decreases from 414 to 369 to 356 to 342 to 324 kcal/mol
along CH3

-, SiH3
-, GeH3

-, SnH3
-, and PbH3

- (see Table
2). Interestingly, the changes in PA descending group 14
are significantly larger than in the other groups, 15-17. Thus,
as can be seen in Figure 1, the trend of a monotonic decrease
in PA along the second (P2) and, already to a lesser extent,
the third period (P3) changes for the fourth through sixth
periods (P4, P5, and P6) into a trend where the PA along a
period firstincreasesfrom group 14 to 15 and then decreases
again along groups 15, 16, and 17. The corresponding
reaction entropies yield a relatively small (but not entirely
constant) contribution-T ∆acidS298 of -5 to -9 kcal/mol
for 298 K. As a consequence, the Gibbs free energies
∆acidG298 show the same trends as the corresponding PA
values (see Table 2).

Table 1. Computeda,b,c and Experimentalc Proton Affinities at 0 K PA0 (in kcal/mol) of Anionic Bases

base BP86/TZ2Pa BP86/QZ4Pb B3LYPc CCSD(T)c,d exptl.c

CH3
- 416.9 412.5 414.2 415.3 415.2 ( 0.7

C2H3
- 405.7 403.8 405.9 406.7 407.4 ( 0.3

NH2
- 408.1 402.1 401.2 402.2 401.9 ( 0.1

C6H5
- 398.5 397.2 399.9 399.6 ( 0.4

H- 400.1 398.3 398.1 399.6 399.5 ( 0.003
HCO- 394.9 388.9 390.4 393.2 393.1 ( 0.1
OH- 395.0 389.0 387.3 389.4 389.1 ( 0.02
CH3O- 376.6 375.4 377.8 381.0 380.7 ( 0.6
CH3CH2O- 373.0 372.1 375.0 377.6 ( 0.7
C2H- 375.4 375.3 376.3 376.4 376.9 ( 0.1
(CH3)2CHO- 370.9 370.2 373.3 375.4 ( 0.6
(CH3)3CO- 370.3 369.9 372.7 374.6 ( 0.5
F- 375.3 371.8 367.1 370.9 370.4 ( 0.003
SH- 351.2 350.2 349.0 350.1 350.1 ( 0.01
CN- 354.8 349.4 348.8 349.3 349.5 ( 0.2
Cl- 334.9 332.6 330.8 332.7 332.5 ( 0.002
Br- 323.4 323.4 321.6 324.3 322.6 ( 0.05
MAD/MD wrt CCSD(T)e 2.8/1.6 1.6/-1.4 1.7/-1.7 0 0.4/-0.2
MAD/MD wrt exp.f 2.3/-2.0 2.3/-2.0 1.6/-1.6 0.4/0.2 0

a This work: BP86/TZ2P energies with ZPE correction at BP86/TZ2P. b This work: BP86/QZ4P//BP86/TZ2P energies with ZPE correction at
BP86/TZ2P. c B3LYP/aug-cc-pVTZ from ref 12. d CCSD(T)/aug-cc-pVQZ//B3LYP/aug-cc-pVTZ from ref 12. e Mean absolute deviation (MAD)/
mean deviation (MD) relative to CCSD(T). f Mean absolute deviation (MAD)/mean deviation (MD) relative to experiment.
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3.3. Methyl Substituent Effects.Finally, we have studied
the effect on the PA of a stepwise replacement of all
hydrogen atoms in second- and third-period anionic bases
HnX- by methyl substituents, that is, by a stepwise increase
of m from 0 to n in MemHn-mX- (n ) 3, 2, 1, and 0 for
group 14, 15, 16, and 17, respectively). The results are
collected in Table 2. Strikingly, the PA of the second-period
basesdecreaseswhile that of the third-period basesincreases
with the number of methyl substituents. For example, along
NH2

-, MeNH-, and Me2N-, the PA decreases from 404 to
398 to 387 kcal/mol, which is in agreement with experimental
gas-phase data,4 whereas along PH2-, MePH-, and Me2P-,
it increases from 366 to 373 to 377 kcal/mol (see Table 2).
This may seem to suggest that a methyl substituent stabilizes
the second-period base (e.g., NH2

-) compared to a hydrogen
atom and that it destabilizes a third-row base (e.g., PH2

-).

This is, however, incorrect, as follows from a more detailed
analysis.

To trace the origin of the opposite methyl-substituent
effects on second- versus third-row bases, we have decom-
posed the proton-affinity energy∆acidE, associated with acid
dissociation of the conjugate acid MemHn-mXH, into three
partial reactions, as shown in the thermochemical cycle of
Scheme 1.

The first step, which is associated with an energy change
-∆EN(m), is the dissociation of all substituents of the neutral,
conjugate acid MemHn-mXH (but not the acidic proton) to
form then-fold radical XHn• (see Scheme 1;m ) number
of methyl substituents). The energy∆EN is the stabilization
of the protophilic center X in the neutral conjugate acid
MemHn-mXH by all substituents, that is, the interaction with
m methyl groups (Me) andn hydrogen atoms (H). Next, the
unsubstituted acid XHn• is dissociated into X-n• + H+ (see
Scheme 1). The corresponding reaction energy is the proton-
affinity energy∆acidE of the anionic base X-n•. The third
and last step, which is associated with an energy change
∆EA(m), is the addition of all substituents to the protophilic
center X-n• to form the base MemHn-mX- (see Scheme 1;m
) number of methyl substituents). The energy∆EA is the
stabilization of the protophilic center X in the anionic base
MemHn-mX- by all substituents, that is, the interaction with
m methyl groups (Me) andn - m hydrogen atoms (H). The

Table 2. Thermodynamic Acidity Properties (kcal/mol) for Anionic Bases MemHn-mX- at T ) 298 Ka

group 14 group 15 group 16 group 17

base ∆H -T∆S ∆G base ∆H -T∆S ∆G base ∆H -T∆S ∆G base ∆H -T∆S ∆G

Period 2
CH3

- 414.0 -8.3 405.7 NH2
- 403.6 -7.5 396.0 OH- 390.2 -6.6 383.6 F- 372.7 -5.7 366.9

MeCH2
- 415.6 -8.7 406.8 MeNH- 398.3 -7.4 390.8 MeO- 376.6 -6.5 370.1

Me2CH- 410.8 -7.9 402.9 Me2N- 387.1 -6.9 380.2
Me3C- 403.9 -7.3 396.6

Period 3
SiH3

- 369.1 -8.3 360.8 PH2
- 366.2 -7.5 358.6 SH- 351.4 -6.4 345.0 Cl- 333.5 -5.4 328.2

MeSiH2
- 376.2 -8.3 367.9 MePH- 372.9 -7.6 365.4 MeS- 357.5 -6.4 351.0

Me2SiH- 381.2 -8.0 373.1 Me2P- 377.4 -7.2 370.2
Me3Si- 383.7 -7.5 376.2

Period 4
GeH3

- 355.9 -8.3 347.6 AsH2
- 358.1 -7.5 350.6 SeH- 341.9 -6.3 335.6 Br- 324.3 -5.2 319.1

Period 5
SnH3

- 342.0 -8.2 333.9 SbH2
- 348.5 -7.5 341.0 TeH- 332.3 -6.2 326.1 I- 315.9 -5.1 310.8

Period 6
PbH3

- 324.4 -8.1 316.3 BiH2
- 345.0 -7.5 337.5 PoH- 329.2 -6.2 323.0 At- 313.5 -5.0 308.5

a Computed at BP86/QZ4P//BP86/TZ2P for the reaction MemHn-mXH f H+ + MemHn-mX- with n ) 3, 2, 1, and 0 for groups 14, 15, 16, and
17, respectively.

Figure 1. Proton affinities PA (at 298 K) of the anionic
conjugate bases of main-group-element hydrides of groups
14-17 and periods 2-6 (P2-P6), computed at BP86/QZ4P//
BP86/TZ2P.

Scheme 1. Relationship between PA Values and Methyl
Substituent Effect (see Table 3)
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computed proton-affinity energies’ values∆acidE, ∆EN, and
∆EA are collected in Table 3.

The relationship between the proton-affinity energy
∆acidE(MemHn-mX-) of the anionic base and the other energy
terms of the thermochemical cycle of Scheme 1 is sum-
marized in eq 2 (m ) number of methyl substituents):

Thus, the proton-affinity energy∆acidE(MemHn-mX-) of the
base MemHn-mX- is determined by the proton-affinity energy
∆acidE(X-n•) of the unsubstituted and deprotonated protophilic
center X-n• plus thedifferencein stabilization∆EA(m) of
X-n• in the base MemHn-mX- and the stabilization∆EN(m)
of XHn• in MemHn-mXH by m methyl (Me) andn hydrogen
substituents (H)n•. The methyl-substituent effect on the
proton-affinity energy, that is, the change∆∆acidE(m) in this
value if one goes from 0 tommethyl substituents, therefore,
depends not only on the change∆EA(m) - ∆EA(0) in
stabilization of the anionic basebut also onthe change
∆EN(m) - ∆EN(0) in stabilization of the neutral conjugate
acid.

This is the key to understanding the true origin of the
opposite methyl-substituent effects on the PA of second- and
third-period bases. In Figure 2, we have plotted the changes
in stabilization by the substituents∆∆EA ) ∆EA(m) -

∆EA(0) and∆∆EN ) EN(m) - ∆EN(0) for the second- and
third-period bases MemHn-mX- and their conjugate acids
MemHn-mXH. Now it is clear that introducing a methyl
substituent leads consistently, in all cases, to a destabilization
of the system. Thus, the reason second-period bases become
less basic and third-period bases more basic isnot that a
methyl group stabilizes second-period bases and destabilizes
the third-period bases. In fact, the introduction of methyl
groups destabilizes, in all cases, both the base and the
conjugate acid. The opposite trends in basicity originate from
the fact that asecond-periodbase is destabilized less than
its corresponding conjugate acid, whereas athird-period base
is destabilized morethan its conjugate acid. This behavior
is reminiscent of the situation of the halomethyl anions
CH2X-, the PA of which decreases along X) F, Cl, Br,
and I. Very recently,27 we have shown that this is not because
of increasingR-stabilization of CH2X- by X. Rather, the
latter continuouslydecreasesalong the series,but more
slowly so than theR-stabilization of the conjugate acid
CH3X.

4. Conclusions

BP86, B3LYP, and PBE emerge from our exploration of 41
model systems as sound and computationally efficient
alternatives to highly correlated ab initio methods for
computing proton affinities and related thermochemical
quantities of anionic bases across the periodic table. The
BP86/QZ4P//BP86/TZ2P approach achieves a mean absolute
deviation of 1.6 kcal/mol for the proton affinity at 0 K
(∆acidH0) with respect to high-level ab initio benchmark data.
This is slightly more accurate than B3LYP, and in combina-
tion with its higher computational efficiency, this makes us
recommend the above BP86 approach for obtaining accurate
proton affinities of organic and inorganic species that either
escape direct experimental observation or are computationally
too demanding for highly correlated ab initio methods such
as CCSD(T).

Figure 2. Effect of methyl substitution on the energy ∆EN(X) of main-group-element hydrides HnXH and the energy ∆EA(X) of
their anionic conjugate bases HnX- (see Scheme 1), computed at BP86/QZ4P//BP86/TZ2P (see Table 3).

Table 3. Analysis of the Methyl-Substituent Effect on PA
Energies ∆acidE in Terms of the Partial Reactions in
Scheme 1a

base ∆EN ∆EA ∆acidE base ∆EN ∆EA ∆acidE

C‚‚‚- 350.00 Si‚‚‚- 314.65
CH3

- -357.13 -284.65 422.48 SiH3
- -289.11 -228.89 374.87

MeCH2
- -338.30 -263.41 424.89 MeSiH2

- -281.28 -213.96 381.97
Me2CH- -320.94 -250.34 420.60 Me2SiH- -274.14 -201.77 387.02
Me3C- -304.20 -240.36 413.84 Me3Si- -266.91 -191.94 389.62
N‚‚- 402.78 N‚‚- 369.69
NH2

- -217.43 -208.39 411.82 PH2
- -169.66 -167.92 371.43

MeNH- -191.32 -185.99 408.11 MePH- -154.92 -146.19 378.42
Me2N- -168.43 -173.59 397.62 Me2P- -142.01 -128.49 383.21
O‚- 387.48 S‚- 353.36
OH- -126.55 -117.21 396.82 SH- -96.49 -94.08 355.77
MeO- -97.47 -99.11 385.84 MeS- -77.48 -68.27 362.57

a Computed at BP86/QZ4P//BP86/TZ2P. See also Figure 2.

∆acidE(MemHn-mX-) ) ∆acidE(X-n•) + ∆EA(m) - ∆EN(m)
(2)
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The proton affinity along the archetypal second-period
bases CH3-, NH2

-, OH-, and F- decreases as valence 2p
atomic orbitals of the protophilic atom become more compact
and stable. This well-known trend changes if one descends
in the periodic system to higher periods. In each group, the
proton affinity decreases, but it does so significantly more
pronouncedly down group 14 than down the other groups.
This causes the proton affinities along third- and higher-
period bases to first increase from group 14 to group 15 and
then to decrease again until group 17.

Introducing methyl substituents at the protophilic center
has opposite effects on second-period and third-period
anionic bases: while the former become less basic as the
number of methyl substituents increases (e.g., along NH2

-,
MeNH-, and Me2N-), the latter become more basic (e.g.,
along PH2

-, MePH-, and Me2P-). Interestingly, the reason
for this is not that a methyl group stabilizes second-period
bases and destabilizes the third-period bases. In fact, the
introduction of methyl groupsdestabilizes, in all cases, both
the base and the conjugate acid. The opposite trends in
basicity originate from the fact that asecond-period baseis
destabilized less than its corresponding conjugate acid,
whereas athird-period base is destabilized morethan its
conjugate acid.
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Abstract: Factors influencing quantum mechanical calculations of nonbonded interactions

between organic molecules are still imperfectly understood. Much effort has gone into efforts to

calculate the structures and binding energies of stable benzene dimers. However, little

experimental evidence is available for comparison with theoretical results. As a benchmark for

assessing the reliability and accuracy of such calculations, the benzene crystal structure seems

a more suitable target than the elusive dimer structures.

For some time now, quantum mechanical calculations have
been providing reliable answers to many questions about the
binding energies, atomic arrangements, electron density
distributions, electrical moments, and vibrational frequencies
of small- to medium-sized molecules. Computer programs
for carrying out the necessary computations at several
theoretical levels are readily available, and many of the
calculations can now be carried out with a desktop computer.
During the past 10 years or so, attempts have been made to
extend such calculations to questions of intermolecular
binding. Since intermolecular interaction energies are only
a small fraction of intramolecular bond energies, reliable
answers to such questions are much more difficult to obtain.

As an example, take benzene. Although several quantum
mechanical studies of the preferred structures and binding
energies of benzene dimers1-9 have been made, there are
still serious outstanding problems. Concerning the preferred
structures, calculations agree that the T-shaped and parallel-
displaced (PD) dimers are the most stable, with approxi-
mately equal energies, and that the energy hypersurface is
rather flat with a low interconversion barrier. There is less
agreement about the binding energies of the dimers. Since
the intermolecular attractions are largely due to London
dispersion effects, they cannot be adequately handled by
Kohn-Sham density functional theory.10 Additionally, dis-

persion energies are not taken into account at the Hartree-
Fock level, which treats the interaction of each electron with
the averaged distribution of the other electrons. Thus, at the
Hartree-Fock level, enlarging the basis set does not have
much influence on the binding energies of dimers, but it has
a very big effect on MP2 energies, which tend to overesti-
mate the stabilization of the dimer because of the so-called
basis-set superposition error (BSSE), as judged from results
of higher-level calculations.

According to one recent study,6 high-level calculations
with different basis sets and different methods of allowance
for electron correlation and basis-set superposition error yield
binding energies for the T-shaped dimer ranging from 1.40
to 3.63 kcal mol-1, with 2.7 kcal mol-1 as the preferred value.
Corresponding energies for the PD dimer range from 2.02
to 4.95 kcal mol-1, with 2.8 kcal mol-1 as the preferred value.
Even though the preferred values are probably close to the
correct binding energies (by an elaborate procedure, Tsuzuki
et al.4 obtain similar binding energiess2.46 and 2.48 kcal
mol-1, respectively, for the two benzene dimers), this is a
discouraging result. An uncertainty on the order of a kcal
mol-1 is too large to provide reliable answers to the problems
of interest. Experimental evidence about the structures and
binding energies of benzene dimers and small clusters is
scarce and difficult to interpret.2 Diverse studies using
different techniques for preparing and analyzing gas-phase
clusters have not yielded consistent structures or energies
for benzene dimers. Neutron diffraction shows that there are
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no preferred orientations of neighboring molecules in liquid
benzene.11 Thus, there are really no reliable experimental
data by which to assess and compare the results of the various
computational studies. In place of the benzene dimers, a more
suitable target would seem to be the calculation of the lattice
energy of crystalline benzene. This is an experimental
quantity whose value is known within reasonable limits. A
calculation of the energy of the benzene crystal by quantum
mechanical methods might first appear to be a much more
formidable task than that of calculating the binding energies
of benzene dimers, but with a few obvious simplifications
and approximations, it should be perfectly feasible. It is, at
least, a challenge.

The crystal structure of benzene has been the subject of
countless experimental and theoretical studies. At normal
pressures, benzene crystallizes in the space groupPbcawith
unit cell dimensionsa ) 7.39,b ) 9.42, andc ) 6.81 Å at
138 K.12 The atomic arrangement is shown in Figure 1. The
heat of sublimation of benzene has been variously measured
as between 40 and 45 kJ mol-1,13 with a preferred value of
44.4 kJ mol-1. The switch from kcal mol-1 to kJ mol-1

energy units should be noted here. The lattice energy of a
crystal can be derived as the sum of interaction energies
between a central reference molecule and all the other
molecules (divided by 2 as result of the counting method).14

Since the interaction energy falls off rapidly with increasing
intermolecular separation, the sum is essentially limited to
the contributions of the 12 or 14 first neighbors of the
reference molecule, the first coordination shell. Expansion
of the shell to include contributions from more distant
partners usually adds only a few percent to the sum. For
molecular crystals, the error introduced by ignoring many-

body effects in such a straightforward summation is not
serious. For the benzene crystal structure, with its high
symmetry, we need to consider only four types of molecular
neighbor pairs, illustrated in Figure 2, with approximate
interaction energies in Table 1. These pairs arenotminimum
energy pairs. They are compromises, subject to the pulls and
pushes of neighboring molecules in the repeating crystal
pattern, but they are, so to say, the building blocks of the
crystal. Their energies were estimated by the semiclassical
density sums or Pixel method15-18 and at two ab initio
computational levels using 6-31+g(d) and 6-31++g(d,p)
basis sets of orbitals, including second-order Møller-Plesset
correlation energy (MP2 treatment), both with and without
counterpoise corrections (Gaussian 03).19 The calculations
were based on the experimental atomic coordinates and unit
cell dimensions12,20without any energy minimization, so that
the benzene molecules in the computational scheme deviate
slightly from their idealD6h symmetry. These small devia-
tions from ideality should not have a serious effect on the
pattern of pair energies.

As seen from Figure 2, a given reference molecule is
engaged in four pairs of each type A, B, and C (glide
reflections) and in two pairs of type D ((c axis translation).
Taking the sum of the calculated interaction energies with
the appropriate multiplicities and dividing by 2, we obtain a
value of 43.8 kJ mol-1 for the estimated lattice energy with
the Pixel values, as good an agreement with the experimental
value as we could possibly hope for. The results of the
corresponding ab initio calculations are not so clear. In
concordance with earlier experience,3,6 the MP2 calculations
greatly overestimate intermolecular binding and give esti-
mated lattice energies of 89 and 111 kJ mol-1, which are at
least double the experimental value. Counterpoise corrections
indeed reduce these energies to less than half of the
uncorrected values, but the results still miss the mark.
Compared with the experimental value, the smaller basis set
yields too low a lattice energy (34 kJ mol-1), the larger basis

Figure 1. Crystal structure of benzene, viewed down the b
and c axes of the unit cell.

Figure 2. Molecular pairs A, B, C, and D involved in the first
coordination shell of a given molecule in the crystal structure
of benzene. The pairs A, B, and C are produced by the glide-
reflection symmetry operations of the space group, the pair
D by the c translation (see Table 1).
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set too large an energy (52 kJ mol-1). The simple Pixel
calculation gives the best result, and it is interesting that the
individual pair energies quite closely parallel those from the
MP2/6-31++g(d,p) calculation with counterpoise correction
(ECP

++).

The experimental estimate of the lattice energy of benzene
(40-45 kJ mol-1) can be regarded as a kind of benchmark
for assessing the reliability of high-quality quantum me-
chanical calculations for benzene dimers. The Pixel calcula-
tion comes close to the mark, but its partitioning of the
energy into Coulombic, polarization, dispersion, and repul-
sion contributions is to some extent arbitrary and parameter-
dependent.15-17 The MP2 calculations give more than double
the correct value and are clearly not very useful. The
counterpoise-corrected values yield erratic values for the
lattice energy, and it is not obvious how any larger basis set
or improved BSSE correction would influence the result. In
contrast to the behavior of the quantum mechanical pair
energies, Pixel energies show a steady decrease as the quality
of the theoretical level of the calculation improves (Table
2).20 The low-level Hartree-Fock 3-21g charge density is
wide of the mark, while the final value (MP2/6-31++g(d,p))
is within the experimental range.

In principle, interaction energies of the molecular pairs
A-D are no more difficult to calculate than those of the
T-shaped and PD dimersseasier, in fact, since no energy
minimization procedures are neededsbut with a present
uncertainty on the order of 1 kcal mol-1 (∼4 kJ mol-1) in
the estimated interaction energy of each benzene molecular
pair, as might be inferred from the range of results for the
benzene dimers, the goal of calculating an unconditionally
reliable ab initio value for the lattice energy of benzene may
still seem remote, but it is on the horizon and should be
attainable.
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Abstract: We present the results of modeling spectral properties of the chromophore, 2-acetyl-

4-(p-hydroxybenzylidene)-1-methyl-5-imidazolone (AHBMI), from the newly discovered fluores-

cent protein asFP595 in different solvents and compare computational and recent experimental

data. The time-dependent density functional theory (TDDFT) method is used to estimate positions

of spectral bands with large oscillator strengths for vertical transitions to excited states following

geometry optimizations of chromophore coordinates in vacuo and in solutions. The performance

of different TDDFT functionals in computing excitations for a simpler chromophore from the

green fluorescent protein was tested at the preliminary stage. Properties of various protonation

states (neutral, anionic, zwitterionic) for the cis and trans conformations of AHBMI are compared.

By using the polarizable continuum model, the following solvents have been considered for

AHBMI: water, ethanol, acetonitrile, and dimethyl sulfoxide. It is shown that the bands found

experimentally in aqueous solution refer to the cis neutral and cis anionic (or trans zwitterionic)

conformations. The computed band positions deviate from experimental ones in water by no

more than 35 nm (0.23 eV). In accord with experimental studies, the band shifts in different

solvents do not show correlation with the dielectric constant or dipole moment; however, the

computed values of the shifts are much smaller than those measured experimentally for the

ionic species.

Introduction
Proteins from the family of the green fluorescent proteins
(GFP) are extensively used in molecular and cell biology1-3

and promise a variety of important biotechnology applica-
tions.4 A newly discovered GFP-like protein from the sea
anemoneAnemonia sulcataasFP5955 is initially nonfluo-
rescent, but in response to intense green light irradiation at
568 nm, it becomes brightly fluorescent (kindles) with
emission at 595 nm. Photoswitching properties of this

kindling fluorescent protein may be useful for information
storage in macromolecules or for creating triggerable markers
in living cells. The mechanism of kindling is far from clear,
and at present, substantial efforts are being undertaken to
understand the intriguing properties of asFP595.6-9

The model chromophore from the kindling protein,
2-acetyl-4-(p-hydroxybenzylidene)-1-methyl-5-imidazolo-
ne (AHBMI), was recently elegantly synthesized9 following
crystallographic studies of the chromoprotein asFP595.6 Its
spectral properties in solution and their dependence on the
pH and polarity of the solvent were investigated.9 It was
suggested that the bands in aqueous solution at 418 nm (2.97
eV) and 520 nm (2.38 eV) referred to the neutral and anionic
states of the model chromophore. These absorption maxima
experienced noticeable shifts in ethanol, 2-propanol, and

* Corresponding author phone: 7-095-939-1096; fax: 7-095-939-
0283; e-mail: anem@lcc.chem.msu.ru.
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dimethylformamide compared to water, although no clear
correlation with the dielectric constant of the solvent was
seen.

The goal of this work is to model spectral features of the
vertical S0-S1 transitions of AHBMI in vacuo and in
solutions by using the time-dependent density functional
theory (TDDFT) method10,11 in conjunction with the polariz-
able continuum model (PCM)12,13 for solvents.

Since the pioneering estimates of the S0-S1 excitation
energies in the GFP chromophore at the semiempirical
INDO/S level by Voityuk and coauthors,14 numerous at-
tempts to calculate optical spectra of the GFP-like chro-
mophores have been described in the literature. The reviews
of Helms15 and recent publications of Das et al.,16 Marques
et al.,17 Laino et al.,18 Toniolo et al.,19 Martin et al.,20 Vendrell
et al.,21 Altoe et al.,22 Sinicropi et al.,23 and Lopez et al.24

present achievements of the theory in this field. Presently,
it is believed that either the CASPT2//CASSCF20-23 or
TDDFT17,21,24 method may provide reasonable excitation
energies, although accurate prediction of the spectral band
positions is still a problem. The state-of-the-art CASPT2//
CASSCF approach was found to reproduce the absorption
wavelength with a less than 40 nm error.23

The vast majority of theoretical simulations have been
carried out for the simplest model GFP chromophores, for
example, 4-hydroxybenzylidene-1,2-dimethylimidazolinone
(HBDI).15-24 The larger chromophore from asFP595, AH-
BMI, closely resembles the chromophores from the red
fluorescent proteins DsRed and HcRed, whose spectral
properties have been modeled in vacuo by using the TDDFT
method in the B3LYP/6-31++G(d,p)//B3LYP/6-31+G(d,p)
approximation.25,26The TDDFT technique, also at the same
level, was applied by Xie and Zeng27 for the characterization
of another closely related chromophore, 4′-hydroxyben-
zylidene-2-methyl-imidazolin-5-one-3-acetate (HBMIA), in
various protonation states of cis and trans isomers in vacuo
followed by estimates of solvent effects in aqueous solution.
For all these simulations, there are some quantitative
discrepancies between computed and experimental absorption
bands either in chromoproteins25,26 or in solutions.27

In the following sections, we describe, first, the cal-
culations of excitation energies for the anionic form of
the simplest GFP model chromophore by exploring dif-
ferent TDDFT functionals and, second, the TDDFT
calculations for the asFP595 chromophore in the
B3LYP/6-311++G(2df,p)//B3LYP/6-31+G(d,p) approxima-
tion. In the latter case, optimization of the geometry
parameters of all species and estimates of the spectral
properties have been performed for gas-phase and solvent
environments (water, ethanol, acetonitrile, and dimethyl
sulfoxide) within the polarizable solvation model. These data
are compared to the measurements of the absorption bands
for this chromophore in water, ethanol, and dimethylforma-
mide.9

Results for the GFP Chromophore
Different estimates of the possible errors of the TDDFT
approximation for the GFP-like chromophores may be found
in the literature. For vertical excitation energies of the S0-

S1 transitions, these range from 0.4421 to 0.1 eV.24 Therefore,
we performed preliminary calculations for the simplest model
system relying on the available gas-phase experimental
results for the excitation energy which refers to the GFP
anionic state: 2.59 eV (479 nm).28 Calculations have been
carried out with conventional options of Gaussian 03.29,10

Figure 1 illustrates equilibrium geometry configuration of
the cis anionic form of the GFP chromophore. The coordi-
nates of the molecule have been optimized by using the
B3LYP/6-31++G(d,p) method.

In Table 1, we collect computed properties of the vertical
excitations of the GFP anion calculated in different ap-
proximations. Excitation energies, corresponding wave-
lengths, and oscillator strengths are presented. The first part
of Table 1 shows the dependence of computed parameters
on the type of exchange-correlation functional in TDDFT
while retaining the same basis set 6-31++G(d,p). The second
part of Table 1 illustrates the basis set dependence for B3LYP
as a choice of the particular functional in TDDFT. The
dominant contribution to thisπ f π* type excitation refers
to the HOMOf LUMO transition; however, some mixtures
from other orbitals appear for nonhybrid functionals. The
sequence number (first, second, or third) of the needed
excitation in every case is easily recognized by the value of
the oscillator strength; other states (even with lower excitation
energies) are characterized byf values close to zero. All the
states with low oscillator strengths below the bright state
are of the sameπ f π* origin.

As follows from these simulations, all local-density
approximation (LDA) and gradient-corrected DFT function-
als give very similar results. Hybrid functionals also provide
values of the same quality; however, the more Hartree-Fock
(HF) exchange is included in the functional, the greater is

Figure 1. Structure of the GFP chromophore (a) and views
of the HOMO (b) and LUMO (c) orbitals computed in the
B3LYP approximation.

Electronic Excitations of the Chromophore J. Chem. Theory Comput., Vol. 2, No. 2, 2006293



the energy gap∆E and the deviations from experiment are
larger. The basis set dependence is saturated fairly fast.

A somehow discouraging result is that, in all approxima-
tions, the deviations from the experimental parameters (2.59
eV, 479 nm)28 are considerable, giving rise to at least a 0.35
eV error. The best performance of the B3LYP method is
characterized by the 0.44 eV error. These error bars seem to
be typical for TDDFT applications to such complex systems.

Results for the Gas-Phase and Aqueous
Structures of the Chromophore from
asFP595
The panels of Figure 2 show equilibrium geometry configu-

rations of cis and trans isomers of the neutral, anionic, and
zwitterionic forms of the chromophore AHBMI. We do not
overcrowd the pictures with the computed geometry param-
eters, which have been reported in many papers describing
the GFP-like chromophores.2 Instead, we collect the Carte-
sian coordinates of the corresponding structures optimized
for the gas-phase conditions in the B3LYP/6-31+G(d,p)
approximation in the Supporting Information. We should
mention that the only nonplanar structure among those
considered here refers to the cis zwitterionic species. This
is due to the repulsion of the nearby hydrogen atoms from
the five- and six-member rings, occurring in this particular
arrangement. Reoptimization of the geometry parameters in
the dielectric continuum corresponding to the aqueous
solution (ε ) 80) leads to small changes by no more than
0.02 Å in bond lengths and 1° in angles.

In Table 2, we present the total energies in vacuo and free
energies in aqueous solution and the relative (trans vs cis)
energies for these structures calculated in the B3LYP/6-
31+G(d,p) approximation. According to these data, cis
conformations are preferable for all species except the
zwitterionic structure in aqueous solution.

A widely cited contribution to the question of the cis-
trans isomerization of the GFP-like chromophore in the
ground electronic state was the study of He et al.30 These
authors used NMR spectroscopy to characterize conforma-
tions of HBDI in water for the neutral, cationic, and anionic
states. They found that, for the model chromophore, the cis
isomers must be lower in energy by 0.8, 2.1, and 2.3 kcal/
mol for the cationic, neutral, and anionic states, respectively.
The corresponding activation barriers for cis-trans isomer-
ization were estimated as 11.7, 13.1, and 13.1 kcal/mol for
the cationic, neutral, and anionic forms, respectively.30

Recent quantum chemical calculations also provide support
to a somewhat greater stability of cis isomers. In the
semiempirical quantum mechanical/molecular mechanical
calculations of Toniolo et al.31 for the GFP chromophore in
vacuo and inside the shell of explicit water molecules, it was
observed that the cis conformer was more stable than trans
as a consequence of “the larger dipole moment in the cis
conformer”. Wilmann et al.26 presented, along with other
findings for the HcRed fluorescent protein, the results of
quantum chemical modeling of the cis and trans conforma-
tions of the HcRed chromophore in vacuo. According to the
B3LYP/6-31++G(d,p)//B3LYP/6-31+G(d,p) calculations,
the coplanar cis conformer is 1.7 kcal/mol lower in energy
than the coplanar trans isomer.26 The most recent work of
Xie and Zeng27 reported lower energies of the cis conforma-
tions for all protonation states (neutral, anionic, and zwit-
terionic) of the HBMIA chromophore, as computed in the
B3LYP/6-31++G**//B3LYP/6-31+G** approximation.

Therefore, our results are in line with previous findings
showing a slightly lower energy of the cis forms for neutral
and anionic species.

In Table 3, we present the results of calculations of vertical
excitation energies, corresponding wavelengths, and oscillator
strengths computed in the B3LYP/6-311++G(2df,p)//B3LYP/
6-31+G(d,p) approximation both in vacuo and in aqueous
solution. For the solution, geometry parameters have been

Table 1. Characteristics of the Vertical Excitations of the
GFP Anion Calculated in Different Approximationsa

variables
excitation
number

energy of
HOMO (au)

∆E
(eV)

λ
(nm)

oscillator
strength, f

Different Functionals (FUN) in FUN/6-31++G(d,p)//
B3LYP/6-31++G(d,p) Calculations

RHF 1 -0.114 3.50 353.8 1.206

SVWNb 2 -0.060 2.94 421.1 0.788

BVWNc 3 -0.060 2.94 421.9 0.798

BP86d 3 -0.037 2.94 421.1 0.795

VSXCe 3 -0.033 3.02 410.1 0.834

MPW1PW91f 2 -0.061 3.11 399.1 0.933

B972g 2 -0.053 3.09 400.9 0.919

B1LYPh 2 -0.054 3.08 402.7 0.924

B3LYPi 2 -0.055 3.05 406.0 0.902

BHandHLYPj 1 -0.082 3.23 384.4 1.038

Different Basis Sets (BS) in B3LYP/BS//
B3LYP/6-31++G(d,p) Calculations

6-31G 2 -0.036 3.25 381.2 0.930

6-31G(d) 2 -0.032 3.22 384.5 0.899

6-31+G(d) 1 -0.054 3.06 404.8 0.906

6-31++G(d,p) 2 -0.055 3.05 406.0 0.902

6-31++G(2df,p) 2 -0.056 3.03 408.8 0.880
a In all cases, geometry coordinates have been computed in the

B3LYP/6-31++G(d,p) approximation. The first part of the table shows
the dependence of computed parameters on the type of functional in
TDDFT while retaining the same basis set 6-31++G(d,p). The
notation of functionals is given according to the Gaussian 03 system.29

The second part of the table illustrates basis set dependence for
B3LYP as a choice of the exchange-correlation functional in TDDFT.
b SVWN: (S) Slater exchange (Slater, J. C. Quantum Theory of
Molecules and Solids; McGraw-Hill: New York, 1974; Vol. 4), (VWN)
Vosko, Wilk, and Nusair correlation (Vosko, S. H.; Wilk, L.; Nusair,
M. Can. J. Phys. 1980, 58, 1200). c BVWN: (B) Becke’s 1988
exchange functional (Becke, A. D. Phys. Rev. A 1988, 38, 3098) and
VWN correlation functional. d BP86: Becke’s 1988 exchange, (P86)
Perdew correlation functional (Perdew, J. P. Phys. Rev. B 1986, 33,
8822). e VXSC: van Voorhis and Scuseria’s gradient corrected
functional (Van Voorhis, T.; Scuseria, G. E. J. Chem. Phys. 1998,
109, 400). f MPW1PW91: Modified Perdew-Wang exchange and
Perdew-Wang 91 correlation functionals (Adamo, C.; Barone, V. J.
Chem. Phys. 1998, 108, 664). g B972: Wilson, Bradley, and Tozer’s
modification to the initial B971 functional (Orig.: Hamprecht, F. A.;
Cohen, A. S. J.; Tozer, D. J.; Handy, N. C. J. Chem. Phys. 1998,
109, 6264. Modif.: Wilson, P. J.; Bradley, T. J.; Tozer, D. J. J. Chem.
Phys. 2001, 115, 9233). h B1LYP: (B1) Becke’s one-parameter hybrid
exchange functional (Becke, A. D. J. Chem. Phys. 1996, 104, 1040);
(LYP) Lee, Yang, and Parr correlation functional (Lee, C.; Yang, W.;
Parr, R. G. Phys. Rev. B 1988, 37, 785). i B3LYP: (B3) Becke’s three-
parameter hybrid exchange functional (Becke, A. D. J. Chem. Phys.
1993, 98, 5648); LYP correlation. j BHandHLYP: (BHandH) Half-and-
half hybrid exchange functional [0.5Ex(HF) + 0.5Ex(LSDA) +
0.5x∆Ex(Becke88)]; LYP correlation.
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optimized by using the PCM method. These data show
noticeable solvent-induced shifts in band positions:-0.15
eV (+23 nm) for cis neutral,-0.09 eV (+18 nm) for cis
anion, and-0.07 eV (+14 nm) for cis zwitterion. In accord

with experimental findings,9 the intensities (oscillator strengths)
of bands assigned to the neutral chromophore are lower than
those of the ionic species.

Comparison with Experimental Results for
Excitations in Solution for the AHBMI
Chromophore
The calculation results shown in Tables 2 and 3 for the
aqueous solution allow us to confirm the experimental
assignment that the band at a lower wavelength (418 nm)
refers to the neutral chromophore and to suggest the cis
neutral form (453 nm) as a primary candidate. Although the
computed value for the trans isomer (437 nm) is closer to
the experimental measurements, it is difficult to ignore the

Figure 2. Structures of the AHBMI chromophore: (a) neutral, (b) anionic, (c) zwitterionic forms.

Table 2. Energies in Vacuo and Free Energies in
Aqueous Solution (au) of the Forms of AHBMI (Figure 2)a

species neutral anionic zwitterionic

Gas Phase
cis -837.843 79 -837.327 00 -837.812 65
trans -837.841 14 -837.324 06 -837.811 78
energy of trans vs cis 1.66 1.84 0.54

Aqueous Solution
cis -837.849 76 -837.383 38 -837.826 37
trans -837.847 15 -837.381 36 -837.832 82
energy of trans vs cis 1.64 1.27 -4.04

a Relative energies are given in kcal/mol.
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higher energy of the trans structure (1.6 kcal/mol) and a
possible fairly large rotational barrier for cis-trans isomer-
ization in solution.30 Even for the cis form, the discrepancy
between calculated and experimental values (35 nm or 0.23
eV) falls within accepted error bars of the TDDFT model,
as discussed above.

A comparison of computational and experimental results
for anion species appears even more encouraging. The
experimental band in water (520 nm) may be assigned to
either the cis anionic (502 nm) or trans zwitterionic (500
nm) forms of the chromophore. In both cases, the deviations
from experimental band positions are fairly small (18 nm or
0.09 eV and 20 nm or 0.10 eV, respectively). The cis anionic
structure seems more preferable, considering that this band
appears experimentally at basic pH.9

For different solvents, we reoptimized geometry
configurations of the chromophore by using the
B3LYP(6-31+G(d,p) approximation and the PCM model.
There is no option in Gaussian 03 to treat dimethylformamide
(DMF). Therefore, we considered acetonitrile and dimeth-
ylsulfoxide (DMSO), whose dielectric constantsε and dipole
moments µ bracketed those of DMF. Then, excitation
energies, wavelengths, and oscillator strengths were com-
puted in the B3LYP/6-311++G(2df,p) approximation. The
results are presented in Table 4.

For the band associated with the neutral form in water
(418 nm), an agreement between our theoretical estimates
and experimental results9 is reasonable: in both cases, the
band position is predicted to be slightly sensitive to the
solvent. For the band assigned to the anionic form, the
distinctions are much larger, and the observed shifts of up
to 50 nm when moving from water to DMF are not
reproduced computationally.

We notice that the computed wavelength for the AHBMI
chromophore in DMSO in the cis neutral form (458 nm)
agrees perfectly with the measurements for the related
chromophore HBMIA in DMSO (460 nm).32

Discussion and Conclusion
The application of the TDDFT method for estimates of
excited state parameters for fairly large molecules including
the fluorescent protein chromophores is becoming very
popular. The results of simulations described in this paper
contribute to this growing field of computational chemistry.
To some extent, the data collected in Table 1 confirm the
observation formulated in ref 24 that the use of LDA-based
functionals could lead to somewhat better agreement with
experimental results; however, we cannot achieve such small
errors in excitation energies of 0.1 eV as reported in ref 24
for the chromophore of the blue fluorescent protein. The 40
nm deviations in band positions for the GFP chromophore
(or 5 kcal/mol as reported in ref 23, which equals 0.22 eV),
illustrate the efficiency of the CASPT2//CASSCF approach.
The wavelengths at 402 nm reported recently by Xie and
Zeng27 for the HBMIA chromophore (following their results
of TDDFT calculations and estimates of aqueous shifts) show
noticeable deviations from the experimental band position
of this chromophore in DMSO at 460 nm. Most likely, the
errors 0.2-0.4 eV may be expected when computing excited-
state energies of GFP-like chromophores.

Within these error bars, our TDDFT simulations of spectral
bands of the asFP595 chromophore in water are consistent
with experimental findings.9 In simulations, we can expand
the experimental knowledge and assign particular conforma-
tions to the molecule in different protonation states. From
energy considerations, the neutral form should correspond
to the cis isomer (consistent with the results of NMR studies30

of the GFP chromophore), and its absorption band is
computed to be at 453 nm (2.74 eV). The deviation from

Table 3. Excitation Energies, Corresponding
Wavelengths, and Oscillator Strengths Computed in the
B3LYP/6-311++G(2df,p)//B3LYP/6-31+G(d,p)
Approximation

structure ∆E, eV λ, nm oscillator strength f

Gas Phase
(Geometry Optimized in Vacuo)

cis neutral 2.89 430 0.53
cis anionic 2.56 484 0.80
cis zwitterionic 2.38 521 0.68

Aqueous Solution
(Geometry Optimized in Solution)

cis neutral 2.74 453 0.72
cis anionic 2.47 502 0.94
cis zwitterionic 2.31 535 0.85
trans neutral 2.84 437 0.82
trans anionic 2.61 474 1.18
trans zwitterionic 2.48 500 1.10

Table 4. Comparison of Calculated (B3LYP/6-311++G(2df,p)//B3LYP(6-31+G(d,p)) Excitation Energies and the
Corresponding Wavelengths for All Considered Solventsa

neutral anionic zwitterionic

solvent ∆E, eV λ, nm ∆E, eV λ, nm ∆E, eV λ, nm

Cis Isomers
gas phase (ε ) 1) 2.89 430 2.56 484 2.38 521
ethanol (ε ) 24.3) 2.74 453 (425) 2.46 504 (542) 2.30 538
acetonitrile (ε ) 36.3) 2.74 453 (422*) 2.47 502 (572*) 2.31 537
DMSO (ε ) 47.2) 2.71 458 (422*) 2.43 511 (572*) 2.27 545
water (ε ) 80) 2.74 453 (418) 2.47 502 (520) 2.32 537

Trans Isomers
ethanol (ε ) 24.3) 2.83 438 (425) 2.60 476 (542) 2.46 504
water (ε ) 80) 2.84 437 (418) 2.61 474 (520) 2.30 538

a Shown in bold are the experimental results. By asterisk, we distinguish the wavelengths measured in DMF (ε ) 38.3).
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the experimental band position is 35 nm (0.23 eV). The
anionic form of the chromophore observed at neutral and
slightly basic pH values absorbs at 520 nm (2.38 eV) in
experiments. Theoretically, this band could be assigned to
either the cis anion (501 nm or 2.47 eV) or the trans
zwitterion (500 nm or 2.48 eV) conformations, giving rise
to about 0.1 eV errors. Interestingly, while all TDDFT
calculations for molecules in vacuo overestimate excitation
energies compared to experimental data, our simulations for
the neutral form in aqueous solution result in a value which
is underestimated by 0.23 eV. In accord with experimental
results, the computed intensities of the neutral form are lower
that those of the ionic form. Our calculations also show that
the absorption bands in aqueous solution are red-shifted
compared to the gas-phase positions by 14-23 nm, depend-
ing on the protonation state of the chromophore.

An agreement between our theoretical estimates by using
TDDFT and PCM models and experimental results9 for shifts
of the band assigned to the neutral form in various solvents
is reasonable. In both studies, the band position is predicted
to be slightly sensitive to the solvent. However, an obvious
discrepancy is noticed for other solvents, since in calculations
the largest shift compared to the value in water (ε ) 80, µ
) 1.85 D) occurs for DMSO (ε ) 47.2,µ ) 3.96 D), but in
experiments, it occurs for ethanol (ε ) 24.3,µ ) 1.69 D).
For the band associated with the anionic form, the agreement
is much worse. Experimentally, the large shifts are observed
when moving from 520 nm in water (ε ) 80) to 542 nm in
ethanol and to 572 nm in DMF (ε ) 38.3,µ ) 3.82 D). Our
simulations result in the band position lying within 10 nm
at most for all considered solvents: water, ethanol, aceto-
nitrile (ε ) 36.6,µ ) 3.92 D), and DMSO (ε ) 47.2,µ )
3.96 D). The only common observation is that both in theory
and in experiment no correlation with either dielectric
constant or dipole moment of the solvent molecules is seen.

The authors of ref 9 suggested that the solvent protonic
acidity rather than the solvent polarity accounts for observed
shifts in band positions in different solvents. In particular,
they assumed that “hydrogen bonds between the negatively
charged phenolic oxygen and its surrounding solvent shells
substantially increase the energy required for excitation”.9

We verified this hypothesis by performing calculations for
an extended molecular model, illustrated in Figure 3. We
added seven water molecules in order to saturate hydrogen
bonds of electronegative atoms and optimized (in solution)
geometry parameters of the entire system in the B3LYP/6-
31+G(d,p) approximation.

The obtained structures A and B differ by arrangements
of the solvent molecules near the imodazole part of the
chromophore. Structure A possesses negligibly lower total
free energy in solution by 0.02 kcal/mol. In both structures,
the phenolic oxygen is involved in the hydrogen bond
network with the neighboring solvent molecules; however,
the TDDFT [B3LYP/6-311++G(2df,p)] calculations in
aqueous solution do not show noticeable changes in excita-
tion energy. Compared to the case of implicit solvation within
the continuum model (Table 3:∆E ) 2.614 eV,λ ) 474
nm), a new model results in the following values:∆E )
2.608 eV andλ ) 475 nm for structure A and∆E ) 2.58

eV andλ ) 480 nm for structure B. Therefore, although the
inclusion of explicit solvent molecules in the continuum
model may account for slight changes in band position (∼5
nm), hydrogen bonding of the chromophore with solvent
species can hardly cause a substantial increase of excitation
energy as suggested in ref 9.

In previous paragraphs, we cited the computed band
positions for only cis isomers since they possess lower
energies (except for the zwitterionic form). Theoretical
calculations of pKa values of the GFP chromophore32,33

confirm that all protonation states may occur in solutions.
The data obtained in NMR studies of the GFP chromophore
in aqueous solution30 show the barriers for cis-trans transi-
tions for neutral and anionic forms as high as 10 kcal/mol
or larger; however, such cis-trans isomerization cannot be
excluded as discussed, for instance, in the paper of Xie and
Zeng.27 Although we investigated, in this work, the trans
isomers as well, we could not find better agreement with
the results of measurements than that presented above for
the cis isomers.

We refer the last comment in our discussion to the
statement in the paper of Yampolsky et al.9 about an
assignment of the observed weak red fluorescence of the
model chromophore in DMF at 603 nm to the same process
of absorption-emission as in the native protein asFP595.
From simulations described in this paper and elsewhere,35

this is hard to justify. In protein, the chromophore apparently
resides in the trans conformation6-8 in contrast to the solvent
(the observed band at 520 nm in water is uniformly shifted
by varying the solvent,9 and therefore, there are no reasons
to assume that in DMSO the chromophore is not in the cis

Figure 3. Equilibrium geometry configurations of the trans
anion of AHBMI with seven explicit water molecules.
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form). On the other hand, all calculations for gas-phase
solutions and protein35 predict greater wavelengths for cis
structures compared to those of the trans species. From both
theory35 and experiment,8 it follows that the chromophore
in asFP595 is excited in the trans conformation and emits in
the cis form. Therefore, the observed weak fluorescence in
DMF9 most likely should be assigned to another species.

In conclusion, we report calculations of the spectral
properties of the chromophore, AHBMI, from the kindling
fluorescent protein asFP595 in vacuo, water, ethanol, aceto-
nitrile, and dimethylsulfoxide in various protonation states
in cis and trans conformations by using the TDDFT [B3LYP/
6-311++G(2df,p)] and PCM models for geometry param-
eters optimized for each environment in the B3LYP/6-
31+G(d,p) approximation. Despite the simple treatment of
the solvent shifts by the dielectric continuum model,36 the
calculation results agree with the majority of conclusions
formulated in the experimental studies of this chromophore
in water, ethanol, and dimethylformamide.9 However, some
discrepancies with experimental results are underlined with
respect to the solvent shifts of the ionic form of the
chromophore, as well as with the interpretation of the weak
fluorescence in DMF.
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Abstract: We present an efficient implementation of the perfect pairing and imperfect pairing

coupled-cluster methods, as well as their nuclear gradients, using the resolution of the identity

approximation to calculate two-electron integrals. The perfect pairing and imperfect pairing

equations may be solved rapidly, making integral evaluation the bottleneck step. The method’s

efficiency is demonstrated for a series of linear alkanes, for which we show significant speed-

ups (of approximately a factor of 10) with negligible error. We also apply the imperfect pairing

method to a model of a recently synthesized stable singlet biradicaloid based on a planar Ge-
N-Ge-N ring, confirming its biradical character, which appears to be remarkably high.

1. Introduction
Resolution of the identity (RI) or density fitting (DF) methods
trace their lineage back to early attempts to approximate two-
center, four-electron integrals.1-3 For example, as early as
1939, Sklar used bond-centered auxiliary functions to
simplify integral evaluation in an analysis of benzene.1 In
1966, Harris and Rein approximated two-center function
products as sums of one-center function products, determin-
ing the auxiliary expansion coefficients by fitting Coulomb
integrals, rather than by an overlap criterion.4 In 1971,
Billingsley and Bloor approximated two-center AB products
with a linear combination of functions centered on A and
B, using what is essentially the procedure we use today:
inverting the auxiliary basis Coulomb interaction matrix.5

In 1969, Newton6 and, in 1973, Baerands et al.,7 performed
a least-squares fit of the density for their self-consistent field
(SCF) calculations, which is now termed8 the “S” ap-
proximation, as it effectively minimizes the squared deviation
in the overlap (an overlap matrix typically is called anS
matrix) of the density minus its fit. Also in 1973, Whitten
provided theorems bounding the error of least-squares
integral fitting, in the Coulomb metric.9

In 1979, Dunlap et al. performed a bounded fit of the
density for use inøR. calculations.10 They minimized the
Coulomb self-repulsion of the density minus its fit, a positive

semidefinite quantity. They term bounded fits of this nature
to be “robust”, an adjective we consider to be apt. Dunlap
concluded that fitting the electric field generated by electrons
is better than fitting the electron density, in the sense that it
eliminates first-order error in the fit.10 This is now termed
the “V” approximation, whereV typically denotes an inner
product of the Coulomb operator.8

Toward applying the RI approximation for general two-
electron fitting (rather than fitting a density), which would
be useful for correlated wave function theories, Vahtras et
al. performed numerical tests of both theS and V ap-
proximations. They found that theV approximation repro-
duced the SCF energy quite accurately, even for modestly
sized auxiliary basis sets.8

In 1995, Eichkorn et al. produced an auxiliary basis set
which reproduced theJ matrix to reasonable accuracy, with
an auxiliary basis set of approximately 3 times the size of
the orbital basis set.11 Optimized basis sets for use with MP2
followed,12,13 which were able to reproduce results within a
few µH per atom.

One expects such success from this density fitting proce-
dure because, while the linear combination of atomic orbitals
(LCAO) basis set (denoted by greek indices) used might not
be very linearly dependent, the product space (termedµν
products) almost certainly will be.14,15 This two-center
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product space is then very amenable to an expansion in a
much smaller basis (or perhaps by simply eliminating the
linearly dependent portion of the space outright14-16).

The computational advantage of the RI approximation is
not only that it reduces the four-center integrals to a
composite of three-center ones but also that it separates the
two-electron integral into a contraction over two one-electron
expansions, which can be transformed to a molecular orbital
representation independently. It is, thus, an indispensable tool
for methods limited both by integral computation (such as
Hartree-Fock theory17) and by temporary storage for the
atomic orbital (AO) to molecular orbital (MO) transformation
(such as MP2).18 The RI method has some similarities with
the pseudospectral method, which has also been implemented
for perfect pairing19 (PP). Relative to the pseudospectral
approach, RI methods have the advantage of being com-
pletely smooth and, thus, so too are the potential energy
surfaces that result.

We apply the RI approximation to perhaps the most basic
of correlated wave function methods, PP20,21 and imperfect
pairing (IP), which are described in more detail elsewhere.22-24

Both of these methods can be viewed as approximations to
valence-optimized doubles (VOD),25 itself an approximation
to a complete valence space treatment, complete active
space-self-consistent field (CASSCF). VOD represents a
triumph in that it scales to the sixth order (as opposed to
exponential scaling, like CASSCF), yet even sixth-order
scaling practically imposes a hard wall beyond which we
cannot apply the method.

In coupled-cluster theory, the ground-state trial wave
function is written as an exponentiated excitation operator
acting on a reference state,|0〉:

where, for VOD, theT̂ operator is

The orbital occupation creation and annihilation operators
(a† anda, respectively) are weighted by so-called t ampli-
tudes,t.

PP truncates the excitation operator to include what would
presumably be the most important double excitations. Each
activeR electron is paired with exactly oneâ electron, and
they are simultaneously correlated with exactly one pair of
virtual orbitals. In this way, pairs of electrons are correlated
independently of each other. The form of the PP excitation
operator is

This operator should perform well for breaking isolated
bonds; as occupied and virtual orbitals become nearly
degenerate, the PP wave function will be able to contain a
mixture of the two.

IP truncates the coupled-cluster doubles (CCD) excita-
tion operator such that correlation is provided between the
most important pairs. IP allows one electron to be excited
from each of two pairs simultaneously. The form of the IP

excitation operator for a system with an even number of
electrons is

This operator retains the desirable properties of PP, yet will
also correlate important open-shell configurations. It also
provides interpair correlation, which is physically important
in cases such as multiple bonding. Also, for systems that do
not resemble a group of localized electron pairs, it will
provide a more physically consistent description than PP.
Van Voorhis and Head-Gordon explained this illustrative
example in their development of IP: Benzene’sπ electrons
are completely delocalized across the six-membered ring.
Instead of selecting delocalized correlating orbitals that reflect
this, PP instead localizes the electrons to maximize the pair
correlation. The extra flexibility granted to IP remedies this
problem to a large extent, but there is still spurious symmetry
breaking as the method still places too much emphasis on
the most important pair excitations.23

The coupled-cluster equations are solved iteratively, in a
process which, for a full doubles treatment, scales to the sixth
power of system size (o2v4). In contrast, the effect of the
limited number of PP and IP amplitudes is to make two-
electron integral construction (scaling to the fourth power
of system size) more expensive than actually solving the
equations (for IP, this scales to the third power of the number
of pairs, while in PP, the amplitudes are independent of
each other). While the integrals are limited in number, they
must still be formed from many integrals over atomic
orbitals. It is just such a case for which the RI approximation
should prove most successful; it provides a total reduction
in the number of base integrals computed, and it may
transform each electron of the two-electron integral inde-
pendently.

The PP and IP orbitals are optimized such that they provide
the lowest total energy (this also serves to define a unique
pairing scheme). This is accomplished by forming the
gradient of the energy with respect to orbital rotation and
then performing standard search techniques to minimize the
energy. Taking this orbital gradient requires an expanded
set of Coulomb integrals, all of which can be obtained from
the following half-transformed integrals:19,22

|Ψ〉 ) exp(T̂)| 0〉 (1)

T̂VOD ) ∑
ijk* l*

tij
k* l*ak*

† al*
† ajai (2)

T̂PP) ∑
i

ti ıj
i*ıj*ai*

† aıj*
† aıjai (3)

T̂IP ) T̂PP+ ∑
i*j

(ti jji* jj*ai*
† ajj*

† ajjai + ti jj
j*ıj*aj*

† aıj*
† ajjai +

1

2
tij
i* j*ai*

† aj*
† ajai +

1

2
tıj jj
jj ıj*ajj*

† ajj*
† ajjajj) (4)

Jµν
ii ) (ii |µν)

Jµν
ii* ) (ii* |µν)

Jµν
i* i* ) (i* i* |µν)

Kµν
ii ) (iµ|iν)

Kµν
ii* ) (iµ|i*ν)

Kµν
i* i* ) (i*µ|i*ν) (5)
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2. Algorithm
In developing an RI approximation for computing these
intermediates, we first define the auxiliary basis expansion
of a single function product,|µν). We minimize the self-
interaction of the product minus its fit:

This leads to the following (optimal26) expression for the
four-center two-electron integrals in terms of a set of three-
center quantities, theB tensors, which are given both in terms
of atomic orbitals (Greek letters) and in auxiliary basis
functions (L, M...):

where aB tensor12 is defined to be

and whereµν need not necessarily be atomic orbitals but
could, in fact, be transformed into molecular orbitals. By
expanding two-center functions in terms of one-center
auxiliary functions, explicit four-center integrals are never
needed. The number of two-center function products, which
we call NFP, formally scales linearly with system size, due
to the fact that Gaussian AOs have limited spatial extent,
and therefore, the product of two well-separated AOs will
be negligible. Thus, the number of required two-electron
integrals will be reduced, but will still scale quadratically
with system size. The task is, thus, to form the requisiteB
tensors most efficiently and, then, to transform them into
theJ andK matrices. The following is an outline of the RI
algorithm, with the scaling of the step indicated in paren-
theses.

Steps marked with an asterisk need only be computed once
per calculation, otherwise the step must be done each time
MOs are updated. Comma-separated indices in square
brackets are independent, and their contributions to the total
cost of the step are, therefore, mutually additive. Contrast
this with the alternative algorithm for creating theJ andK
matrices using four-center AO integrals without the RI

approximation:

Our RI algorithm formally scales with the fourth power of
system size (step 6a), while without the RI approximation,
the algorithm scales only with the third power of system
size (steps 2b and 3b). However, for systems of a size for
which either algorithm might be feasible, few function
products can be neglected. NFP is, thus, comparable toN2,
yielding effectively fifth-order scaling without the RI ap-
proximation. In fact, step 4a of the RI algorithm is the
dominant step for small to modestly large systems, both
because of the size of NFP and because step 6a is
implemented as a matrix multiply, employing optimized
standard routines. Step 4a cannot be simply computed as a
matrix multiply without breaking the inherent sparsity of the
function product. Each step of the RI algorithm may be
broken up such that it can be computed using limited memory
that scales quadratically with system size. Mass storage
requirements scale cubically with system size. Contrast these
modest requirements with the coupled-cluster doubles meth-
ods that do not employ local truncations, which have large
(quartic) disk requirements and large (sixth-order) compu-
tational requirements.

We implemented these methods into a development
version of the quantum chemistry package, Q-CHEM.27

A comparison of the performance of RI-PP, RI-IP, PP,
and IP is shown in Table 1. It is evident that the resolution
of the identity approximation reduces computation time by
approximately one order of magnitude. Also, because the
bottleneck step of both PP and IP is the construction of the
same integral intermediates, they are both accelerated to the
same degree, and indeed, there is little difference in the
computational requirements between the methods. The effect
of the RI approximation is more pronounced in the larger
basis set because the auxiliary basis size does not increase

(µν - µν|µν - µν) (6)

(µν|λσ) ≈ ∑
L

Bµν
L Bλσ

L ) ∑
LMN

(µν|L)(L|M)-1/2(M|N)-1/ 2(N|λσ)

(7)

Bµν
L ) ∑

K

(µν|K)(K|L)-1/2 (8)

1a*. Form: (L|M)-1/2 (X3)

2a*. Form: (µν|M) (NFPX)

3a*. Contract:Bµν
L ) ∑

M

(µν|M)(M|L)-1/2 (NFPX2)

4a. Contract:Bµ[i,i*]
L ) ∑

ν

Bµν
L Cν[i,i*] (NFPX o)

5a. Contract:B[ii ,ii*, i* i*]
L ) ∑

µ

Bµ[i,i*]
L Cµ[i,i*] (X N o)

6a. Contract:Kµν
[ii ,ii*, i* i*] ) ∑

L

Bµ[i,i*]
L Bν[i,i*]

L (X N2 o)

7a. Contract:Jµν
[ii ,ii*, i* i*] ) ∑

L

Bµν
L B[ii ,ii*, i* i*]

L (NFPX o)

Table 1. Total CPU Times Comparing Resolution of the
Identity (RI) Algorithms for the PP and IP Methods, against
a Non-RI PP Algorithm on Linear Alkanesa

chain length
(basis)

RI-PP
CPU (s)

RI-IP
CPU (s)

PP
CPU (s)

IP
CPU (s)

2 (cc-pVDZ) 8.0 8.8 25.0 32.5
2 (cc-pVTZ) 321.3 342.1 1267.6 1373.2
4 (cc-pVDZ) 54.1 63.2 281.1 344.5
4 (cc-pVTZ) 2644.7 2809.7 20688.1 22216.2
6 (cc-pVDZ) 170.4 198.7 1120.1 1564.6
8 (cc-pVDZ) 321.1 402.6 3061.8 4321.6

a Calculations were performed using a single 2.3 GHz IBM 970fx
processor in an Apple XServe. The basis set used is cc-pVDZ with
its RI-MP2 fitting basis.28 Each calculation required between 11 and
13 iterations.

1b. Form: (µν|λσ) (NFP2)

2b. Contract:Kµν
[ii ,ii*, i* i*] ) ∑

λσ

(µλ|νσ)Cλ[i,i*]Cσ[i,i*]

(NFP2‚o)

3b. Contract:Jµν
[ii ,ii*, i* i*] ) ∑

λσ

(µν|λσ)Cλ[i,i*]Cσ[i,i*]

(NFP2‚o)
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proportionally with the size of the AO basis. Larger basis
sets should be relatively easier to fit, because the linear
dependence of the product space (µν) will be greater.

The RI approximation introduces very little error to the
PP and IP methods. As an example, for the molecules of
the G2 set using the SV29 basis, the RI approximation (using
the algorithm described above) introduces a root-mean-square
(RMS) error of 29µH to the PP energy, or 8µH per atom.
The accuracy of the method is fairly uniform over the set of
molecules, the greatest error being 31µH per atom. For the
closed-shell subset of the G2 set, RI-IP gives an RMS error
of 64 µH, or 13µH per atom. The largest error for RI-IP is
71 µH per atom.

3. Nuclear Gradient
In PP and IP, the nuclear gradient is formed from a similar
set of intermediate integrals as the orbital gradient:

The RI algorithm for constructing these integrals follows
directly from the RI algorithm above, but acting on six sets
of integrals, withx, y, andz derivatives with respect to the
center of bothµ and ν. However, one must also consider
the effect of nuclear displacement on the auxiliary basis
function centers. Here is the nuclear gradient of the energy:

where the two-electron integral contracted with the effective
two-particle density matrix,Γ, is fit using the RI approxima-
tion, and the sum over orbitals (p, q, r, ands) is restricted to
those relevant to the pairing method used.

Derivatives with respect to regular basis function centers
are included in theJ andK terms described above. We begin
by stating this useful identity for computing derivatives with
respect to auxiliary basis centers:

We use the following intermediates for efficiently construct-
ing the gradient:

The result is then added to the gradient (the subscript RI

indicates that this is only the contribution from the gradient
with respect to auxiliary basis center):

For PP and IP, the effective two-particle density matrix is
sparse. For PP, there is a linear number of nonzero terms:
Γiiii , Γi* i* i* i*, Γiii * i*, Γii* i* i, Γii* ii*, andΓi* i* ii. For IP, there is a
quadratic number of nonzero terms:Γiijj , Γijji , Γiij*j* , Γij*j*i ,
Γi*i*j*j* , Γi* j*j*i *, Γii*jj* , Γij*ji *, and Γi*j*ji . This significantly
reduces both the storage and computational requirements of
the above intermediates.

Here is a step-by-step description of the RI algorithm for
the gradient with respect to auxiliary basis centers, with PP
and then IP cost scalings indicated in parentheses where they
differ (and assuming three-center integrals are left over from
the PP/IP calculation):

Like for the RI algorithm for the PP/IP energy, the most
expensive steps are transformation steps such as 4c, 5c, 9c,
and 10c, for modestly large systems. Step 7c is the only new
type of fourth-order step introduced, and this only for IP. In
total, the calculation of the gradient is costlier than a single
iteration of PP/IP, because of the prefactor introduced by
transformations for each derivative component. Figure 1
shows a comparison of the required gradient and energy CPU

Jµν
ii (x) ) (ii |µ(x)ν) + (ii |µν(x))

Jµν
ii* (x) ) (ii* |µ(x)ν) + (ii* |µν(x))

Jµν
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Kµν
ii (x) ) (iµ(x)|iν) + (iµ|iν(x))

Kµν
ii*(x) ) (iµ(x)|i*ν) + (iµ|i*ν(x))
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E(x) ) E0
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(fi
i(x) γi
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pqrs

Γpqrs(pq|rs)RI
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∂
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(pq|K(x))Γ̃ab
K + 2∑

KL

(K(x)|L)Γ̃KL (14)

1c. Compute: (K(x)|L) (X2)

2c. Compute: (K|L)-1 (X3)

3c. Transform:Aµν
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L

(K|L)-1(L|µν) (NFPX2)

4c. Transform:Aµq
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ν
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K Cνq (NFPX o)

5c. Transform:Apq
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µ
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6c. Contract:Γ̃pq
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K (X o, X o2)

7c. Contract:Γ̃KL ) ∑
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K Γ̃pq

L (X2 o, X2 o2)

8c. Compute: (µν|K(x)) (NFPX)

9c. Transform: (µq|K(x)) ) ∑
ν

(µν|K(x))Cνq (NFPX o)

10c. Transform: (pq|K(x)) ) ∑
µ

(µq|K(x))Cµp

(N X o, N X o2)

11c. Increment/Contract:∇E r ∑
pq,K
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12c. Increment/Contract:∇E r ∑
KL
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time for a series of linear alkanes using the restricted perfect
pairing method.

4. An Application of Imperfect Pairing:
Prediction of Diradical Character
IP should provide an adequate description of strongly
correlated systems, such as open-shell singlet diradicaloids.30

Species with diradical character are important in that they
may be intermediates in chemical reactions. It is also
imaginable that they would be useful for their unique
properties, in that they would have two weakly coupled
unpaired electrons. One desires to apply a high-level cor-
related treatment to such problems, but stable diradicaloids
are often only stable because of steric substituent effects,
making calculations on all but the smallest model systems
too costly for coupled-cluster doubles theory. As Kohn-
Sham DFT,31 through its representation as a single electron
configuration, does not provide for correlated fractional
occupation of orbitals except through spin-symmetry break-
ing, it is of limited use in diagnosing diradical character. As
IP is based on coupled-cluster theory, its t amplitudes provide
quantitative indications of partial virtual orbital occupation.
Furthermore, our efficient implementation of IP has enabled
us to explore a broader range of such molecules than before.

We applied the IP method to a model of a stable
diradicaloid compound synthesized by Cui et al.32 In forming
the model, we kept a modestly sized portion of a very bulky
substituent. The model molecule is shown in Figure 2. It is
of a class of diradicaloids with a strained four-member ring,
in which two diagonally opposed atoms (in this case,
germaniums) have a partially filled valence. The calculation
was performed with the SVP29 basis, and with Ahlrichs’
corresponding fitting basis.12 The HOMO and LUMO
calculated with IP are shown in Figure 2. The HOMO and
LUMO appear to be out-of-phase nonbonding orbitals,
consistent with Cui et al.’s DFT calculations, and also with
a simple interpretation of germanium’s valence. We found
that the HOMO had a fractional occupation of 78.9% and

that the LUMO had 21.1%. Considering the out-of-phase
nature of the HOMO and LUMO, and what we consider a
good definition of the measure of diradical character,33 this
indicates extremely high diradical character, as far as stable
singlet diradicals go. If one imagines that a pure diradical
would have 50% HOMO occupation and 50% LUMO
occupation, consistent with an H2 molecule with a stretched
bond, 21.1% LUMO occupation means 42.2% diradical
character. Although the pool of synthesized stable singlet
diradicaloids available for comparison at this point in time
is small, we would consider 42.2% diradical character to be
quite remarkable. As a comparison, consider the very much
reactive Si(100) surface. The cleaved surface rearranges to
form Si dimers whose bonds are intermediate between a
single and a double bond and which have about 35%
diradical character,34 less than that of Cui et al.’s stable
singlet diradicaloid.

We must reiterate that we did not run IP on the full
synthesized molecule and that the protective groups could
have an important stabilizing effect and could increase the
HOMO-LUMO gap, decreasing the diradical character. We
will present a more thorough study of this stable singlet
diradicaloid in a future work. Still, the IP method here serves
to reaffirm the conclusion the authors made (that the

Figure 1. Total CPU time for a series of linear alkanes. Calculations were run on one 2.3 GHz Xserve G5 processor, with 8 GB
of RAM, using a cc-pVDZ basis set and its corresponding RIMP2 fitting basis.28

Figure 2. Left to right are the model molecule, the HOMO,
and the LUMO.
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molecule was indeed a singlet diradicaloid), the evidence
for which was a strained DFT geometry, spectroscopic data,
and its reactivity. Here, IP adds an important indication of
diradical character.

5. Conclusion
We have presented an efficient implementation of an RI
algorithm for calculating the PP and IP energy, as well as
the nuclear gradient for both PP and IP. The RI approxima-
tion eliminates the need for four-center two-electron integrals
by replacing two-center atomic orbital function products with
a sum of one-center auxiliary basis functions. This creates
separability between the two electrons of the two-electron
integral, allowing one to transform the two coordinates of
the integral from an AO representation to an MO representa-
tion independently. While this introduces fourth-order scaling
due to the RI contraction step, in the regime where PP and
IP are feasible, it significantly reduces computational cost
by about a factor of 10, while introducing error that is not
likely to impact quantitative results. The speed of the method
is then very much comparable to SCF theory, at least until
linear scaling approximations for Fock matrix construction
become useful.

As an example of a calculation readily feasible for PP and
IP, yet far more costly for a full doubles treatment, such as
CCD, we chose a model of a recently synthesized stable
singlet biradical. Our correlated treatment of the system
showed significant biradical character for the molecule, a
result that DFT can only predict by inference through
calculated structural properties.
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Abstract: We present a new analytic treatment of two-electron integrals over two-center integrals

including correlation (interelectronic distance) explicitly in the wave function. All the integrals

needed for the evaluation of the matrix elements of any diatomic two-electron molecule are

obtained as analytic recursion expressions. As an application of this method in molecular physics,

we calculate the value of the ground-state energy and equilibrium internuclear distance of the

hydrogen molecule in the Born-Oppenheimer approximation.

1. Introduction
Two-center, two-electron systems are a subject of great
interest in molecular physics. In particular, several molecules
may be described as such a system. Computation of the
Born-Oppenheimer ground-state energy of the hydrogen
molecule was the subject of progressively more accurate
variational calculations.1-5 Two-electron addition to closed-
shell neutral polar molecules may also be described as a two-
center, two-electron system. The binding of two electrons
to a fixed finite dipole has not been resolved. In recent years,
there has been increasing interest in the study of the possible
existence of such dipole-bound dianions.6-9 The study of this
kind of weakly bound states represents an interesting field
of research. For these states, the energy is nonanalytical as
a function of the dipolar moment, and a bound state could
not exist at the threshold energy; therefore, they might be
good candidates to be halo states.10 Technical problems
appear when standard approximations such as perturbation
theory, nonlinear variational calculations, or the Rayleigh-
Ritz method are used to study weakly bound states.11

Recently, a finite size-scaling theory for the study of near-
threshold properties in quantum few-body problems has been
developed.12 The method was successfully applied to one
electron attached to dipole and quadrupole potentials.13,14An
accurate expansion of the ground-state wave function in a
(truncated) complete basis-set is necessary in order to apply
finite size-scaling methods to two-center, two-electron
systems.

James and Coolidge1 were the first that made ab initio
calculations for two-center, two-electron systems using
correlated functions. These functions include the interelec-
tronic coordinate explicitly. They extend the method used
by Hylleraas for the helium atom15 to the hydrogen molecule.
After this, many authors used the James-Coolidge or
modified James-Coolidge expansions for the calculation of
different properties of diatomic two-electron systems.2,4,5

Even if the results obtained using James-Coolidge expan-
sion are very accurate, this method has some difficulties.
The inclusion of the interelectronic coordinate (as powers)
in the wave function generates very complicated two-
electron, two-center integrals. Kolos et al.2,4 solved these
integrals keeping powers of the interelectronic distance up
to order three and obtained very accurate values for the
ground-state energy of the hydrogen molecule.4 In ref 16,
Kolos and Roothaan present an interesting treatment of these
integrals. They solve fully analytically the case of even
powers of the interelectronic distance. The case of odd
powers was partially solved and completed with numerical
integration.

The aim of this paper is to report a new method for the
analytical evaluation of the two-electron, two-center James-
Coolidge integrals without limitation in the power of the
correlation coordinate.

This paper is organized as follows. In section 2, we
develop our method for the evaluation of two-center, two-
electron integrals and we express these integrals as analytical
recurrence relations. Technical aspects are discussed and
numerical evaluations are presented in section 3. In section
4, we apply the results obtained in previous sections to

* Corresponding author e-mail: serra@famaf.unc.edu.ar; home-
page: http://tero.fis.uncor.edu/∼serra/.
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evaluate the ground-state energy of the hydrogen molecule.
Finally, our conclusions are given in section 5.

2. Two-Electron Integrals over Two-Center
Orbitals
The basic integrals that appear in a two-center, two-electron
James-Coolidge ground-state expansion of any diatomic
two-electron system are of the form2

where the integral is expressed in usual prolate spheroidal
coordinates (ê, η, andφ)17. φ is the azimuthal angle,ê ) (ra

+ rb)/R, η ) (ra - rb)/R, ra and rb are the distances to the
centers,R represents the distance between centers,r12 is the
interelectronic distance, andR andâ are variational param-
eters. Powers are integer numbers withp, q, r, s g 0 andm
g - 1.

Introducing the auxiliary integral

eq 1 may be expressed as

Then, the problem is reduced to solve the integral in eq 2.
For this purpose, we use the expansion of the Green function
for the Helmholtz operator in prolate spheroidal coordi-
nates:17

The functions present in this expansion are thespheroidal
waVe functions.18,19 Replacing eq 4 in eq 2 and integrating
over φ1 andφ2, we obtain

where

and d2xi ) (êi
2 - ηi

2) dêi dηi. Further defining the two
auxiliary integrals,

and

Equation 5 takes the form

To apply eq 3, we expand eq 11 in powers ofk using the
power expansions of the spheroidal wave functions. A useful
expansion for the angular functions of the first kind is18

where∑′ means that the sum is over even values of the index,
Pl+k(z) are the Legendre functions,20 bij ) max(i,j), k0 ) l
mod(2)- l, and the recursive relations for the coefficients
Rjk

0l are given in the appendix. In ref 18, it is also shown that
d0

0l(k) admits the expansion

where ai,j ) min(i,j). The other special functions admit
similar expansions, and we do not reproduce the details here.
Then, we obtain for the auxiliary integrals

where
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and

Analogously,Kpqrsl
(2) (k) may also be expanded as

where

and

whereQk+l(z) are the Legendre functions20 and the recursive
expressions for the coefficientsR̃jk

0l are shown in the
appendix.

Note that integrals present in eqs 14 and 19 do not depend
on k. There are three different integrals

and

Integrals 23 and 25 were solved by McEachran and
Cohen.3 They obtained analytic recursion formulas sufficient
to generate these integrals. For solving the integrals in eq
24, which are similar to the integrals in eq 25, we used the
scheme presented in ref 3.

Now, we arrive at a final expression forgpqrs(k):

where

and

where the coefficientsA are

The coefficientshN
l and h̃N

l in eq 26 are obtained from
algebraic treatment of eqs 14 and 19 by just grouping terms
in powers ofk.

We can see that, when we introduce eq 26 in eq 3, all the
series become finite. Whenm in eq 1 is odd,m + 1 in eq 3
is even and just the second term in eq 26 survives. In this
case, the sum overk, e, n, t, and N is truncated by the
condition 2(k + e + n + t + N) ) m + 1. For the sum over
l, we have to analyze eq 28. It is straightforward to show
thatBmq ) 0 for m > q; then, the sum overl is truncated by
the conditionl + k1 e q. For even values ofm, m + 1 is
odd, just the first term in eq 26 survives, and the sum over
k, e, n, t, N, andl is truncated by the condition 2(k + e + n
+ t + N + l) ) m.

3. Numerical Discussion
The iterative method presented in section 2 and its application
to the variational calculation of the ground state of the
hydrogen molecule have been tested in extensive numerical
computations. It is interesting to discuss some numerical
problems. The first one is the use of analytical recursion
relations. It is known that these relations are numerically
very unstable, to the extreme that one or two significant
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figures may be lost by iteration. To avoid this problem, we
wrote all our codes using MPFUN, a multiprecision Fortran-
90 package,21 which allows for working with an arbitrary
precision. MPFUN was successfully applied to high-precision
calculations in quantum few-body systems.22,23In this work,
we made our calculations with 100 figures, in contrast to
the maximum 32 figures that allows quadruple precision in
standard Fortran-90.

To check the numerical stability of our method, we
evaluated one of the typical integrals in eq 1,Ipqrs

m , with
different accuracy levels. In particular, in Figure 1, we show
the number of correct figures obtained for the integralIpqrs

m

with p ) 12,q ) 12,r ) 10,s) 10, andm) 7 as a function
of the used accuracy level in words (one word is equal to
seven figures).21 The graphic is almost independent of the
value ofm, and the numerical error grows withp, q, r, and
s; therefore, we chose their maximum values used in our
calculations in section 4. We varied the accuracy from 1 to
14 words (=100 digits), and we compared it with the result
obtained using 42 (=300 digits), which is considered to have
more than 100 correct figures. It is interesting to note that
no correct digits are obtained with three-word calculations.
This means that it is not possible to use standard double
precision Fortran (16 figures). We get only nine correct digits
with five words (=35 figures); therefore, no reliable results
may be obtained using standard quadruple precision (32
figures). In Table 1, integrals with 70 significant figures are
presented.

Once the integrals are calculated, they are used in Ritz
variational calculations (see section 4). The James-Coolidge
basis set is not orthogonal; for this reason, it is necessary to
solve a generalized eigenvalue problem.24 The solution of a
linear system with ill-conditioned matrices produces a
significant loss of numerical accuracy which has to be added
to the accuracy lost in the first step of the work (integrals
evaluation). In our case, all the matrices involved in the
generalized eigenvalue problem are extremely ill-conditioned.
The overlap matrix is a positive definite matrix, but it may
become nonpositive as a result of numerical accuracy
problems. To avoid this, it is necessary to compute the matrix
elements with great accuracy. Frolov and Bailey,22 in the
study of three body systems, ensure that they needed to work
with 84-100 digits in order to produce final results with 30

correct figures. In this work, we started the calculations with
100 figures to obtain all the matrix elements with 70 correct
figures. The generalized eigenvalue problem is solved
applying theCholesky decompositionto the overlap matrix
in order to recover a standard symmetric eigenvalue prob-
lem.24 This transformation was also done with the MPFUN
package. Although the CPU time for high-precision calcula-
tion is expected to scale as a power of the number of working
words, the integrals were evaluated in a reasonable time on
a personal computer. The numerical evaluation of all the
integrals used in section 4 takes about 81 min and the
Cholesky decomposition 155 min on a 3 GHz Pentium 4
processor.

The transformed matrix elements have more than 16
correct figures. Then, the last step, the eigenvalues determina-
tion, is performed in standard double-precision Fortran-90.

4. The Hydrogen Molecule
As an application of the method described in section 2, we
calculate the ground-state energy and equilibrium radii of
the hydrogen molecule in the Born-Oppenheimer approxi-
mation. The Hamiltonian of this system, in atomic units, is

To apply the Ritz variational principle, we need to evaluate
where

Here,C is the normalization constant. It is obvious that the
ground-state wave function has to be invariant under inver-
sion with respect to the plane of symmetry of the molecule.
As a result, we have the restriction thatqn + sn must be
even. To obtain the ground-state energy of the system, we
have to find the lowest root of

An optimization of the parameterR was done with a 1710-
term wave function. The optimal value obtained wasR )
1.2.

In this work, the quantum numbers of the basis function
eq 32 are allowed to take values from 0 to 5. We calculated
the ground-state energy of the hydrogen molecule for
different values of the internuclear distanceRwith the 2052-
term wave function.

We obtained for the equilibrium distanceReq ) 1.401 08
and for the correspondent ground-state energy
E0(Req) ) -1.174 475 930 2 au. In Table 2, we show the
energy forR ) 1.4 as we increase the correlation powerm.
The casem ) 0 is the noncorrelated approximation.3 The
values forR) 1.4 were calculated for comparison with other
results available in the literature. Our value for the ground-
state energy of the hydrogen molecule forR ) 1.4 is lower
than the values reported by Kolos, using a modified James-
Coolidge expansion with two variational parameters,4 and

Figure 1. Number of correct figures against number of
working words for the integral Ipqrs

m with R ) â ) 1.2, p ) 12,
q ) 12, r ) 10, s ) 10, and m ) 7.
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by Nakatsuji, using a modified James-Coolidge expansion
allowing negatives values of (pn, rn) in the basis function eq
32.

5. Conclusions
The main contribution of this paper is a new analytical
method for the evaluation of the James-Coolidge two-center,
two-electron integrals. The method is based on the standard
expansion for the free Green function for the Helmholtz
operator in spheroidal wave functions17 and uses the new
expressions obtained by Falloon for those special func-
tions.18,19

The formulas presented have been successfully tested in
numerical calculations for the Born-Oppenheimer hydrogen
molecule ground-state energy. To obtain the Hamiltonian
matrix elements correct up to 16 decimal places, we used
the MPFUN package21 with roughly 100 digits in the
recurrence relations for the integrals and Cholesky decom-
position of the overlap matrix.

The method presented in this work is appropriate for high-
precision variational calculations of bound states of other
two-center, two-electron Hamiltonians. As a relevant ap-
plication, the existence of dipole dianions will be addressed
in a forthcoming paper.
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Appendix
Recurrence Relations for the Coefficients.Here, we present
the recurrence relation for the coefficientsRjk

0l andR̃jk
0l taken

from ref 18, which are

for k ) k0 - 2 and

for k ) k0 - 4, k0 - 6, and so forth, andã0l ) 1 for evenl
values, andã0l ) 1/3 for odd l values.
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Abstract: The conformational space of N-hydroxy-N-methylacetamide [CH3-CO-N(OH)CH3,

NMAOH] and its boron isostere [CH3-CO-B(OH)CH3, BMAOH] has been studied by quantum

chemical methods. The potential energy surface of NMAOH and BMAOH has been built at the

HF, B3LYP, and MP2 levels of theory with the 6-31+G* basis set. The minima and transition

states for rotations about various torsional angles have been located, and the energy barriers

have been estimated. The global minimum energy structure of both peptides exhibits an

intramolecular hydrogen bond between the carbonyl oxygen and the hydroxyl group, imparting

a conformational rigidity to the peptides. The omega rotation barrier is lower in the boron isostere

than in NMAOH. The difference in the rotation barrier has been attributed to second-order orbital

interactions, like negative hyperconjugation, as revealed by NBO calculations. In contrast, the

rotation barrier around the torsion angle tau (torsion governing rotation about the N-O and

B-O bonds) is relatively higher in the boron analogue. This difference is due to the double

bond character in the B-O bond as opposed to the N-O bond which has the character of a

single bond. As an extension, N-acetyl-N′-hydroxy-N′-methylamide of alanine (Ala-NOH) and

its boron isostere (Ala-BOH) have been adopted as model peptides to study the conformational

preferences about the φ and ψ torsion angles. The study reveals a strong preference for a

Type I beta turn as well as inclinations for a left-handed alpha helix, for positive phi torsions,

and for extended psi conformations for Ala-NOH; Ala-BOH, on the other hand, shows a leaning

toward positive phi and extended psi, with no preference for any regular secondary structure

motifs. The replacement of nitrogen by boron changes the electronic and conformational

properties of the peptide, extending greater flexibility around the omega angle, a strong

preference for positive phi values, and a shift in the site of nucleophilic attack from the carbonyl

group to boron.

Introduction
Peptides and proteins are one of the important classes of
biomolecules. The conformations of peptides and protein are
crucial determinants of their biological effects. The values
of the three backbone torsion anglessomega(ω), phi (φ),
and psi (ψ)sdictate the secondary structure of peptides.1

Most natural peptides adoptω with 180° (trans), and
occasionally,ω assumes 0° (cis) for peptides with the Xxx-
Pro and Xxx-Gly motifs.2 The φ and ψ values in natural
peptides and proteins are restricted to the allowed regions
of the Ramachandran space.1 Peptides form an important area
of therapeutics3, e.g. insulin, substance P, growth hormone,
thyrotropin releasing hormone, gastric inhibitory polypeptide,
gastrin, neurokinins, bradykinin, etc. have important thera-
peutic applications. There are certain advantages with peptide

* Corresponding author phone:+91-22-26670871; fax:+91-22-
26670816; e-mail: evans@bcpindia.org.
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therapeutics. Hormones and neurotransmitter peptides are
very potent and consequently administered in very small
doses, besides exhibiting a high selectivity and specificity
in binding to their target. However, there are also complexi-
ties in using and developing peptides as therapeutics. The
oral delivery of peptides is restricted due to degradation at
the “scissile” amide bond. Imparting potency, specificity, and
selectivity for peptides designed from natural analogues for
certain biological end-points still remains a challenge. Issues
such as proteolytic stability, potency, specificity, and selec-
tivity can be addressed by modification of the amide bond
and/or isosteric/bioisosteric replacement of the backbone
atoms of the peptide.N-methylation;4 N-hydroxylation;5

replacement of the amide bond6,7 by sulfonamide, phospho-
namidate, and carbamate; isosteric replacement of the
carbonyl carbon with boron (peptide boronic acid8,9); and
isosteric replacement of the alpha carbon with boron
(ammonia-carboxyboranes10-12) have been reported in the
literature as techniques to explore new peptide conformations
and to design “druglike,” proteolytically stable molecules.
N-Hydroxylation of peptides has been used to impart
conformational rigidity through formation of an intra-
molecular hydrogen bond with the CO group.5 This imparts
an ability to chelate metal ions for specific binding to proteins
containing metals in the active site.

We had reported for the first time a boron isostere of the
amide nitrogen in peptides and studied theω, φ, and ψ
preferences by ab initio and density functional methods.13,14

These molecules were designed as plausible serine protease
inhibitors. The replacement of nitrogen with boron leads to
two new characteristics: a preference for theω angle for
90°, in contrast to 180° or 0° for natural peptides, and second,
conformations that lie in the “disallowed regions” (positive
φ angles) of the Ramachandran plot. These peptides also
exhibit greater flexibility around theω angle.

In this paper, we look at theω, φ, andψ preferences of
an N-hydroxy peptide and its boron isostere, by ab initio
and density functional methods.N-Methylacetamide (NMA,
I ) has been extensively studied, both experimentally and
theoretically, as a model for the peptide backbone. In a like
manner,N-methyl-N-hydroxyacetamide (NMAOH,II ) is a
good model to studyN-hydroxy peptides and acetylmeth-
ylhydroxyborane (BMAOH,III ) an analogous model for the
boron isostere. In addition,N-acetyl-N′-hydroxy-N′-methyl-
amide of alanine (Ala-NOH,IV ) and its boron isostere (Ala-
BOH, V) have been adopted as models to study theφ andψ
distribution of such peptides. The hypersurfaces of NMAOH
(II ) and BMAOH (III ), with its associated ground and
transition states, and the corresponding ground states of Ala-
NOH (IV ) and Ala-BOH (V) have been mapped by ab initio
Hartree-Fock (HF), density functional, and post-HF meth-
ods. Second-order orbital interactions by Natural Bond
Orbitals (NBO) method were also carried out to understand
the fundamental differences in the structures of theN-
hydroxy peptides and their boron isosteres.

Computational Details
Ab initio molecular orbital15 and density functional theory16

calculations have been carried out using the Gaussian03W17

(revision C.01) package running on a Pentium III processor
with 512 MB RAM. The stability of all wave functions was
checked at the HF,18 Becke’s three parameter exchange
functional, and the gradient corrected functional of Lee,
Yang, and Paar (B3LYP),19-21 second-order Møller-Plesset
MP2 (full)22,23 level of theory using the 6-31+G* basis set.

The atom labels for NMAOH (II ) and BMAOH (III ) are
listed in Chart 1, and the two torsion angles,ω andτ, are
defined as shown in Figure 1. In NMAOH, the hydroxyl-
amine moiety can adopt two conformations around the N-O
bond. In the first, the two lone pairs of electrons of O are
syn-clinaland in the second,anti-clinal with respect to the
lone pairs of electrons on N. This has been observed from a
conformational search of hydroxylamine by ab initio calcula-
tions. These initial two conformations around the N-O bond
in NMAOH were chosen, and for each arrangement ofτ, a
scan in increments of 30° of theω torsion angle was carried
out at the HF/6-31+G* level of theory. Conformations with
an ω value of 30° and 210° were found to be the lowest in
energy. Now, for each of these two conformations withω
values of 30° and 210°, respectively, aτ scan in increments
of 30° was run at the HF/6-31+G* level of theory. The
minima saddle points for rotation about theω torsion and
saddle points for rotation about theτ torsion rotation were
thus identified. All these conformations were further opti-
mized at the B3LYP and MP2 levels of theory with the same
basis set, and the conformations were confirmed by frequency
calculations, which returned one imaginary frequency for

Figure 1. Structures of NMA, NMAOH, and Ala-NOH and
their boron counterparts.

Chart 1
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each transition state and all positive frequencies for each
ground state.

A similar strategy was adopted for probing the confor-
mational space of BMAOH. The hydroxylborane moiety has
a planar conformation, and the resultingτ angles in BMAOH
are either 0° or 180°. The two BMAOH conformations with
τ values of 0° and 180° were then examined by anω scan
in increments of 30° at the HF/6-31+G* level of theory.
Two conformations withω values of 0° and 180° were
identified as the lowest in energy. These two conformations
with ω values of 0° and 180° were then evaluated by aτ
scan in increments of 30° at the HF/6-31+G* level of theory.
The minima, saddle points for rotation around theω angle,
and saddle points for rotation about theτ angle were thus
located. All these structures were further optimized at the
B3LYP and MP2 levels of theory using the 6-31+G* basis
set and confirmed by frequency calculations.

The NBO24-26 analysis was carried out on the minimum
energy structures of NMAOH (II ) and BMAOH (III ),
optimized at the MP2(full)/6-31+G* level, to quantitatively
estimate the second-order interactions asEij ) -2Fij/∆Eij,
whereEij is the energy of the second-order interaction;∆Eij

) Ei - Ej is the energy difference between the interacting
molecular orbitalsi andj; andFij is the Fock matrix element
for the interaction between orbitalsi and j. The “atomic
partial charges” of the global minimum of NMAOH (II ) and
BMAOH (III ), optimized at the MP2(full)/6-31+G* level,
were calculated using Natural Population Analysis (NPA)
as implemented in NBO and additionally by the ‘ESP fit’
method formulated by Merz, Singh, and Kollman.27

For Ala-NOH (IV ), the minima in theω andτ space was
searched starting with two different conformations forω and
τ as identified previously for NMAOH (II ). This corresponds
to structures withω ) 32°; τ ) 10° and ω ) 202°; τ )
120°. For each (ω, τ) pair, 144 conformations were generated
with 30° increments of theφ, ψ dihedrals. Each conformation
was geometry optimized first at the HF/3-21G level of theory
with “constraints” on the initialφ, ψ angles. A Ramachan-
dran plot of the 144 conformations was constructed, and
conformations within 5.0 kcal/mol of the global minimum
were identified. These low-energy conformations were
further optimized without constraints at the B3LYP/6-31+G*

level of theory. A similar study was carried out for Ala-
BOH (V) with the starting (ω, τ) pairs of (0°, 0°) and (153°,
180°).

Results and Discussion
All wave functions for moleculesII -V were found to be
stable under the perturbations considered at the HF, B3LYP,
and MP2 levels of theory.

Potential Energy Surface (PES) of NMAOH (II). For
NMAOH (II ) besides the global minimum (GM), there is
also a local minimum (LM) within 2.0 kcal/mol of the GM.
For each structure, several transition states (TS) for rotation
about theω angle exists. The geometries of these TS depend
on the state of the pyramidal amide nitrogen, i.e. the lone
pair of electrons on nitrogen may either be directed down-
ward, which we label as ‘pyramidal up’, or the lone pair of
electrons on nitrogen may be positioned upward, which we
call as ‘pyramidal down’. This is further complicated by the
orientation of the two lone pairs of electrons on the hydroxyl
oxygen relative to the lone pair on the amide nitrogen. In
all, eight transition states can be identified for ‘ω rotation’
taking into consideration all positions of the lone pair of
electrons on the amide nitrogen and hydroxyl oxygen atoms.

Further, proceeding from the GM and LM structures three
TS corresponding to rotation about theτ angle have been
identified. Last, there also exists a third type of TS for
inversion of the pyramidal state of nitrogen leading to a
planar arrangement of the amide nitrogen. In summation, a
total of 14 TS have been identified on the potential energy
surface of NMAOH (II ). The relative energies of the minima
and TS at the HF, B3LYP, and MP2 levels of theory are
listed in Table 1 (The absolute values have been provided
in the Supporting Information Table 1A.) The geometries
of the minima and TS have been pictorially depicted in
Figure 2, and the geometrical data (bond lengths, bond
angles, and torsion angles) are given in Table 3.

All structures, except the transition state for inversion of
the nitrogen (PyTS), exhibitC1 symmetry; PyTS has aCs

symmetry. At the HF/6-31+G* level of theory the ranking
of the global minimum and local minimum are inverse of
that observed at the B3LYP and MP2 levels of theory. It
appears that the consideration of electron correlation in both

Table 1. Relative Energies (kcal/mol) of Various Minima and Transition States on PES of NMAOH (II) at the HF, B3LYP,
and MP2 Levels of Theory with the 6-31+G* Basis Setc

MP2(full)/6-31+G*

NIMAG PG
HF/6-31+G*

rel.a
B3LYP/6-31+G*

rel.a rel.a ωb τb

minima GM 0 C1 0.0 0.0 0.0 32 10
LM 0 C1 1.8 1.1 0.4 202 120

ω rotation transition ωTS1/ωTS1′ 1 C1 13.6 15.6 12.6 125/-125 123/-123
state (TS) ωTS2/ωTS2′ 1 C1 13.5 15.3 13.0 135/-135 -60/60

ωTS3/ωTS3′ 1 C1 14.1 15.8 13.3 36/-36 -105/105
ωTS4/ωTS4′ 1 C1 21.1 21.7 20.3 -39/39 -74/74

τ rotation TS τTS1 1 C1 13.2 12.2 12.2 39 -146
τTS2 1 C1 8.5 6.5 7.3 -165 7
τTS3 1 C1 6.5 6.2 6.3 -159 -147

pyramidal inversion TS PyTS 1 Cs 2.0 0.0 0.4 0 0
a Relative energy in kcal/mol. b Torsion angle in degrees. c NIMAG ) number of imaginary frequency, PG ) point group, GM ) global minimum,

LM ) local minimum.
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the B3LYP and MP2 methods resolves this position. The
GM is characterized by an intramolecular hydrogen bond
between the CO and OH groups forming a five-membered
cyclic structure. The O-O distance is 2.566 Å, and the
H-bond angle (O-H‚‚‚O) is 120.4°. Although there is a very
small difference in the energies of the GM and LM at the
MP2 level, the rotation barrier to interconversion is signifi-
cant as seen in the energy of the corresponding TS. The
rotation barrier to the inversion of nitrogen (PyTS) is
negligible (0.4 kcal/mol) at the MP2 level of theory. In the
LM the N-O lone pair of electrons isanti-clinal exactly
like the global minimum of hydroxylamine.

There is a small increase of about 0.08-0.1 Å in the
C(O)-N bond length in the transition states for rotation about
the ω angle compared to the two ground states (GM and

LM). Aubry et al.28 have reported the crystal structure of a
smallN-hydroxy unnatural peptidetBuCO-Ψ[CO-N(OH)]-
Gly-NHiPr. The reported structure has a close resemblance
to the LM of NMAOH around theN-hydoxy amide region.
The bond lengths and angles of NMAOH at the MP2(full)/
6-31+G* level of theory are close to those in the crystal
structure around theN-hydroxy amide region (Table 3).

PES of BMAOH (III). The potential energy surface of
BMAOH is characterized by two minimasthe global mini-
mum (GM) and a local minimum (LM); two transition states
for rotation about theω angleωTS1 andωTS2sone arising
from the GM and the second from the LM; and one transition
state for rotation about theτ angle (τTS). As boron adopts
a planar structure (not pyramidal as N in NMAOH), there is
no transition state for inversion of boron. The conformations

Figure 2. Ground and transition stets of NMAOH.

Table 2. Relative Energies (kcal/mol) of Various Minima and Transition States on PES of BMAOH (III) at the HF, B3LYP,
and MP2 Levels of Theory Using the 6-31+G* Basis Setc

MP2(full)/6-31+G*

NIMAG PG
HF/6-31+G*

rel.a
B3LYP/6-31+G*

rel.a rel.a ωb τb

minima GM 0 Cs 0.0 0.0 0.0 0 0
LM 0 C1 1.9 2.7 2.8 153/-153 180

ω rotation TS ωTS1 1 Cs 4.3 4.7 4.8 180 0
ωTS2 1 Cs 6.1 6.5 6.6 0 180

τ rotation TS τTS 1 C1 12.5 14.0 15.1 99/-99 86
a Relative energy in kcal/mol. b Torsion angle in degrees. c NIMAG ) number of imaginary frequency, PG ) point group, GM ) global minimum,

LM ) local minimum.
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of the ground and TS of BMAOH are shown in Figure 3,
and the relative energies at the HF, B3LYP, and MP2(full)
levels of theory with the 6-31+G* basis set are given in
Table 2 (The absolute values have been provided in the
Supporting Information Table 2A.) The LM and the structure
corresponding to the transition state forτ rotation (τTS)
exhibit aC1 symmetry, while the remaining three structures;
namely the GM and transition states forω rotation (ωTS1
and ωTS2) exhibit a Cs symmetry. In the ground-state
structures, theω andτ values in the GM are 0° and 0°, while
in the LM they are 150° and 180°, respectively. InωTS1
andωTS2, theω andτ angles have values of 0° and 180°
and 180° and 0°, respectively. In the case ofτTS, the values
of both these torsion angles are 90°.

The geometric parameters of the minima and all transition
states of BMAOH at the MP2(full)/6-31+G* level of theory
are given in Table 4. In the GM, the-OH group is
intramolecularly hydrogen bonded to the CO as is the case
with NMAOH; the O-O distance is 2.727 Å, and the H-bond
angle (O-H‚‚‚O) is 117.0°. The hydrogen bond energy, in

the case of BMAOH, is roughly estimated as the difference
between the LM and GM structures, i.e. ∼2.9 kcal/mol. The
changes in the bond lengths from the ground to the TS are
relatively small. Some geometric parameters for alkylboranes,
arylboranes, and borane complexes have been reported, but
there are no experimental data for acylboranes such as
BMA14 and BMAOH. We had earlier reported the geometry
of an acylborane BMA, the boron isostere of NMA (I ), at
the QCISD/6-31G* level of theory.14 The B-O bond length
in BMAOH is found to be 1.36 Å (GM) and 1.37 Å (LM)
at the MP2(full)/6-31+G* level of theory. The B-O bond
length, reported in the literature for a range of organic and
inorganic boron containing molecules, is 1.34-1.42 Å
(average 1.38 Å) with trigonal planar geometry and 1.39-
1.52 Å (average 1.48 Å) for tetrahedral geometry.29,30 The
B-O bond length for BMAOH calculated in this study is in
the range of the experimental values. The NBO calculations
on the minimum energy structure of BMAOH at the MP2-
(full)/6-31+G* level of theory reveal a double bond character
for the B-O bond, and the second B-O bond has an

Table 3. Bond Length (Å) and Bond Angles (deg) of NMAOH (II) Optimized at the MP2(full)/6-31+G* Levela

parameter GM LM ωTS1 ωTS2 ωTS3 ωTS4 τTS1 τTS2 τTS3 PyTS

CC (1,2) 1.506 1.505 1.498 1.492 1.506 1.512 1.515 1.513 1.504 1.507

CO (2,3) 1.245 1.232 (1.249) 1.218 1.223 1.219 1.217 1.227 1.238 1.235 1.251

CN (2,4) 1.366 1.395 (1.396) 1.475 1.469 1.466 1.462 1.394 1.372 1.387 1.348

NC (4,5) 1.449 1.457 (1.452) 1.466 1.462 1.469 1.455 1.454 1.448 1.449 1.439

NO (4,6) 1.416 1.428 (1.407) 1.464 1.447 1.466 1.442 1.433 1.430 1.441 1.405

OH (6,7) 0.992 0.977 0.977 0.987 0.977 0.986 0.977 0.976 0.977 0.994

CCO (1,2,3) 123.3 123.6 125.4 125.7 123.6 122.7 122.7 122.4 123.9 123.2

CCN (1,2,4) 117.3 116.4 112.5 113.1 118.3 118.5 114.7 116.7 115.9 117.8

CNC (2,4,5) 125.9 118.4 109.5 111.8 114.7 115.1 121.4 121.7 119.6 132.7

CNO (2,4,6) 113.7 112.9 103.5 103.5 101.8 105.6 110.5 120.5 112.3 115.7

CNO (5,4,6) 109.4 110.7 105.7 108.6 105.5 109.3 112.3 108.6 113.9 111.6

NOH (4,6,7) 101.1 103.6 101.4 105.5 101.7 107.1 104.8 106.2 104.5 100.5

CCNC (ω) (1,2,4,5) 31.5 -158.0 125.5 134.7 36.4 -39.1 38.7 -164.9 -158.6 0.0

(-163.6)

CCNO (1,2,4,6) 171.3 -26.3 -122.2 -108.6 -77.0 81.5 173.4 -21.7 -21.1 180.0

CNOH (τ) (2,4,6,7) 9.5 119.4 122.7 -59.1 -105.2 -73.8 -145.9 7.4 -146.7 0.0

(119.0)

OCNC (3,2,4,5) -151.3 25.4 -54.3 -46.8 -145.7 140.9 -145.7 18.8 25.4 180.0
a The values in the parentheses are from the crystal structure of an N-hydroxy peptide tBuCO-Ψ[CO-N(OH)]-Gly-NHiPr.28

Figure 3. Ground and transition states of BMAOH.

Table 4. Bond Length (Å) and Bond Angles (deg) of
BMAOH Optimized at the MP2(full)/6-31+G* Level

parameter GM LM ωTS1 ωTS2 τTS

CC (1,2) 1.503 1.508 1.515 1.513 1.502

CO (2,3) 1.246 1.244 1.241 1.240 1.247

CB (2,4) 1.626 1.608 1.621 1.620 1.593

BC (4,5) 1.564 1.566 1.559 1.575 1.566

BO (4,6) 1.356 1.369 1.369 1.360 1.387

OH (6,7) 0.984 0.974 0.974 0.974 0.968

CCO (1,2,3) 120.8 121.0 120.0 120.2 121.9

CCB (1,2,4) 122.8 120.6 121.1 119.8 126.4

CBC (2,4,5) 124.8 121.1 120.9 122.1 122.0

CBO (2,4,6) 113.6 114.0 119.6 114.1 116.4

CBO (5,4,6) 121.5 124.9 119.5 123.8 121.6

BOH (4,6,7) 108.3 113.3 114.4 113.0 122.6

CCBC (ω) (1,2,4,5) 0.0 -152.7 180.0 0.0 99.1/-99.1

CCBO (1,2,4,6) 180.0 -27.8 0.0 180.0 79.8

CBOH (τ) (2,4,6,7) 0.0 -178.1 0.0 180.0 86.3

OCBC (3,2,4,5) 180.0 -28.9 0.0 180.0 83.3
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occupancy of 1.99 (∼2.0) electrons being contributed from
one of the lone pairs of electrons of oxygen. In alkylboranes,
the B-C (aliphatic carbon) bond length is about 1.590 Å as
in for e.g. dimethylborane,31 1.596 Å in dimesityborane,32

1.570 Å in ditripylborane,33 and 1.571 Å in BMA.14 The B4-
C5 bond length in BMAOH is 1.564 Å, which comes near
to the experimental value for the aliphatic carbon-boron
bond.

Rotation Barrier in NMAOH and BMAOH. The barrier
to rotation about theω angle in the natural peptide is 16.0-
25.0 kcal/mol,34 while that for the boron isostere is about
5.0 kcal/mol.14 The boron analogues are thus relatively more
flexible than the natural peptides. In case ofN-hydroxy
peptides and the corresponding boron isosteres, there are two
rotation barriers governed by theω and τ angle. In the
example of NMAOH, theω rotation barrier is relatively
higher (12.6-20.3 kcal/mol) than theτ rotation barrier (6.3-
12.2 kcal/mol). In BMAOH, theτ rotation barrier is
comparatively higher (15.1 kcal/mol) than theω rotation
barrier (4.8-6.6 kcal/mol). The relative higherτ rotation
barrier in boron peptides is a consequence of the B-O double
bond character as revealed by NBO calculations.

The rotation barrier in amide systems (like peptides, urea,
guanidine, etc.) has been attributed to delocalization of the
lone pair of electrons on nitrogen onto the C-N bond as
explained by the classical resonance model.35 This imparts
a partial double bond character to the C-N bond. But recent
experimental and theoretical studies36-40 tell a different tale.
The electron delocalization in the amide system has been
attributed to second-order orbital interactions namely, nO f
σ*C-N (delocalization from lone pairs on carbonyl oxygen
into the sigma antibonding orbital of the C-N bond i.e.
negative hyperconjugation) and nN f π*C-O (delocalization
from the lone pair on amide nitrogen to the pi antibonding
orbital of the carbonyl group). The energyE(2) associated
with negative hyperconjugation i.e. nO f σ*C-N is 29.1 kcal/
mol (occupancy of nO is 1.902 andσ*C-N is 0.063) and that
with nN f π*C-O is 64.1 kcal/mol (occupancy of nN is 1.772
andπ*C-O is 0.214) for the global minimum of NMAOH at
the MP2(full)/6-31+G* level. In case of BMAOH, the
energy associated with negative hyperconjugation i.e. nO f
σ*C-B is only 11.7 kcal/mol (occupancy of nO is 1.936 and
σ*C-B is 0.040), indicating that the C-B bond delocalization
is insignificant, as a result of which the rotation barrier in
boron amides is very small. Thus, in BMAOH, the C-B
bond has an essentially single bond character, while the C-N
bond in NMAOH has a larger double bond character. The
boron peptides are thus far more flexible than theN-hydroxy
peptides. There is also a nO f σ*O-H interaction i.e.
delocalization of the lone pair of electrons on the carbonyl
oxygen into the sigma antibonding orbital of the O-H bond
which is observed in the global minimum energy structures
of both NMAOH and BMAOH but absent in the local
minimum structure which affirms the presence of an in-
tramolecular hydrogen bond between CO and OH in the GM
of both molecules.

Partial Atomic Charges of NMAOH and BMAOH. The
“natural charges” derived from NPA for the global minimum
energy structure of NMAOH (II ) and BMAOH (III ) are

given in Table 5. Replacement of nitrogen by boron decreases
the positive charge on the carbonyl oxygen and increases
the negative charge on C5 methyl carbon. In BMAOH (III ),
the boron atom has a much greater positive charge than the
carbonyl carbon (1.056 vs 0.344). The site for nucleophilic
attack in case of NMAOH (II ) is normally the carbonyl
carbon. In BMAOH (III ), a nucleophile will be drawn toward
boron rather than the carbonyl group. This preference for
boron as the site for nucleophilic attack is also evident in
the ‘ESP fitted charges’, even though the partial charges
differences are of a smaller magnitude. This was the basis
of our hypothesis, used to design boron peptides13 as potential
inhibitors of the enzyme serine protease. Figure 4 shows the
plausible mechanism by which the boron peptide can act as
kcat inhibitor of serine protease. The hydroxyl group of serine
in the active site is the nucleophile which attacks the carbonyl
carbon of the amide of the substrate peptide, leading to a
final hydrolysis of the substrate. When the boron peptide is
present in the active site, the hydroxyl group of serine
preferentially attacks boron instead of the carbonyl carbon
and forms a tetrahedral covalent complex leading to irrevers-
ible inhibition of the enzyme. The inhibitors of serine
protease could have a potential application in therapeutics.

Conformations of Ala-NOH (IV). The preferredω and
τ angles in NMAOH (II ) were fixed for Ala-NOH (IV ), and
the (φ, ψ) space of Ala-NOH was scrutinized (Table 6). With
an omegavalue of 30° and atau value of 10°, the global
minimum corresponds to a structure withφ ) -85° andψ
) -30° (Figure 5a). These values are close to the values
for a residue at thei+1 position in a Type Iâ-turn (φ )
-60°, ψ ) -30°). The local minimum within 5.0 kcal/mol
of the GM hasφ ) 60° andψ ) 50° (Figure 5b). These are
values of a left-handed alpha helix (φ ) 57°, ψ ) 47°). Both
minima display a regular secondary structure motif, which
falls in the “allowed regions” of the Ramachandran map.
The GM and LM structures are distinguished by two
intramolecular hydrogen bonds (Figure 4, parts a and b,
respectively)), one between the carbonyl oxygen and the

Table 5. Partial Atomic Charges of NMAOH (II) and
BMAOH (III) Calculated Using NPA and the ‘ESP Fit’ as
per Merz-Singh-Kollman Scheme at the MP2(full)/
6-31+G* Level

natural charges esp fitted charges

atom
atom
no.

NMAOH
(II)

BMAOH
(III)

NMAOH
(II)

BMAOH
(III)

C 1 -0.735 -0.737 -0.513 -0.379
C 2 0.818 0.344 0.833 0.484
O 3 -0.753 -0.653 -0.677 -0.580
X 4 -0.279 1.056 -0.263 0.652
C 5 -0.408 -1.059 -0.131 -0.556
O 6 -0.628 -0.972 -0.495 -0.736
H 7 0.542 0.544 0.452 0.426
H 8 0.266 0.249 0.150 0.133
H 9 0.248 0.241 0.164 0.096
H 10 0.246 0.241 0.154 0.096
H 11 0.243 0.254 0.152 0.157
H 12 0.221 0.245 0.065 0.102
H 13 0.217 0.245 0.109 0.102
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N-hydroxyl OH, forming a five-membered ring, and the
second is found between theN-hydroxyl oxygen and the
amide NH, figuring a six-membered ring. With anω angle
of 200° and aτ angle of 120°, there is only one favored
structure for Ala-NOH (IV ) with φ ) -90° andψ ) 140°.
This structure is characterized by only one intramolecular
hydrogen bond (Figure 5c) between theN-hydoxyl OH and
the carbonyl oxygen outlining a six-membered ring. Thus,
all the preferred conformations of Ala-NOH are characterized
by the presence of one or two intramolecular hydrogen bonds
and are conformationally rigid.

Conformations of Ala-BOH (V). In a similar manner,
theφ, ψ preferences of Ala-BOH (V) were investigated, and
the results are shown in Table 6. With anomegavalue of
0°, there are two conformations observed within 5.0 kcal/
mol of the global minimum energy conformer. The global

minimum corresponds to a structure withφ ) 50° andψ )
-150° (Figure 6a), while the local minimum relates to a
structure withφ ) -60° and ψ ) 150° (Figure 6b). The
global minimum shows a strong preference for a positiveφ

value, andψ in both structures adopts an extended state.
The two structures exhibit an intramolecular hydrogen bond
(Figure 6a,b) like the one seen in the GM of BMAOH i.e.
the preceding carbonyl oxygen and the hydroxyl group on
boron are locked, forming a five-membered ring. With an
ω angle of 150° and aτ value of 180°, the only structure
energetically favored is withφ ) -160° andψ ) 140°. The
structure is characterized by an intramolecular hydrogen bond
(Figure 6c) between the hydroxyl group and the succeeding
carbonyl oxygen forming a six-membered ring. Thus, all
favored conformations of Ala-BOH exhibit at least one
intramolecular hydrogen bond.

Figure 4. (a) Mechanism of normal substrate hydrolysis by serine protease. (b) Tetrahedral complex of boron peptide with the
active site serine.
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Conclusions
In previous papers13,14 we had designed a boron isostere of
an amino acid by replacement of the amide nitrogen with
boron, with the intention of developing an inhibitor of the
enzyme serine protease. The synthetic feasibility of such a
molecule is a big challenge. As a result, we have modified

the molecule by replacing B-H with B-OH, which should
make it relatively easy to synthesize; and this also has an
analogy withN-hydroxy amides which are well-known. The
conformational space ofN-hydroxy peptides and their boron
isosteres has been the focus of investigation in this paper.
The minimum in theomegatorsion space of such molecules
has been identified usingN-hydroxy-N-methylacetamide
(NMAOH) and acetylmethylhydroxyborane (BMAOH) as
model peptides. The ground and various transition states have
been calculated at the HF, B3LYP, and MP2(full) levels of
theory with the 6-31+G* basis set. Theomegarotation
barrier is 12.6-20.3 kcal/mol for theN-hydroxy peptide
(NMAOH) and 4.8-6.6 kcal/mol for its corresponding boron
isostere, BMAOH. The difference in the rotation barriers has
been attributed to second-order orbital interactions, mainly
negative hyperconjugation. The global minimum energy
conformation of both molecules exhibits an intramolecular
hydrogen bond between the carbonyl oxygen and the
hydroxyl group which confers some rigidity to the conforma-
tion. The barrier for rotation about the torsion angleτ i.e.
rotation about N-O and B-O bonds is 6.3-12.2 kcal/mol

Table 6. Conformations and Energies of Ala-NOH (IV)
and Ala-BOH (V)a

ω τ φ ψ
rel. E

(kcal/mol)

Ala-NOH
30° 30° -85° -30° 0.0

60° 50° 3.83
200° 120° -90° 140° 0.0

Ala-BOH
0° 0° 50° -150° 0.0

-60° 150° 0.13
150° 180° -160° 140° 0.0
a The ω, φ, and ψ space of N-hydroxy-N-methylacetamide and

N-acetyl-N′-hydroxy-N′-methylamide of alanine and their boron iso-
steres.

Figure 5. Preferred conformations of Ala-NOH: (a) ω ) 30°,
Φ ) -85°, ψ ) -30°, (b) ω ) 30°, Φ ) 60°, ψ ) 50°, and (c)
ω ) 200°, Φ ) -90°, ψ ) 140°.

Figure 6. Preferred conformations of Ala-BOH: (a) ω ) 0°,
Φ ) 50°, ψ ) -150°, (b) ω ) 0°, Φ ) -60°, ψ ) 150°, and
(c) ω ) 150°, Φ ) -160°, ψ ) 140°.
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for theN-hydroxy peptide and is 15.1 kcal/mol for the boron
isostere. The elevated value for the boron isostere has been
attributed to the single bond character of the N-O bond
against the double bond character of the B-O bond. The
replacement of nitrogen by boron also significantly changes
the charge distribution in these molecules. A relatively greater
positive charge on the boron atom over the carbonyl carbon
makes boron the preferential site of attack by a nucleophile
in boron peptides, which otherwise occurs on the carbonyl
carbon in the natural peptides. This observation can be
potentially exploited for the design of serine protease
inhibitors. It would be interesting to study the transition state
barrier for hydrolysis at the carbonyl carbon versus the boron,
which is the next step in the study. The minimum energy
structures of NMAOH and BMAOH were then used to study
theφ andψ preferences inN-acetyl-N′-hydroxy-N′-methyl-
amide of alanine (Ala-NOH) and its boron isostere (Ala-
BOH). Ala-NOH demonstrates conformations with Type-I
beta turn, left-handedR-helix, positiveφ values and extended
ψ states. Ala-BOH, on the other hand, favors conformations
with positiveφ and extendedψ values. In previous work on
natural peptides and their boron isosteres, we had noticed a
much lower barrier to rotation about theω angle and a unique
preference for positivephi values in the boron analogues.
The boron isosteres ofN-hydroxy peptide also show a similar
tendency. In conclusion, the replacement of nitrogen by
boron in natural and N-hydroxy peptides causes a significant
change in the conformational space and electronic properties,
and these features can be profitably exploited to design
peptides with specific geometries and chemical attributes.
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Abstract: We have computed a state-of-the-art benchmark potential energy surface (PES) for

the archetypal oxidative addition of the chloromethane C-Cl bond to the palladium atom and

have used this to evaluate the performance of 26 popular density functionals, covering LDA,

GGA, meta-GGA, and hybrid density functionals, for describing this reaction. The ab initio

benchmark is obtained by exploring the PES using a hierarchical series of ab initio methods

[HF, MP2, CCSD, and CCSD(T)] in combination with a hierarchical series of seven Gaussian-

type basis sets, up to g polarization. Relativistic effects are taken into account through a full

four-component all-electron approach. Our best estimate of kinetic and thermodynamic

parameters is -11.2 (-10.8) kcal/mol for the formation of the most stable reactant complex,

3.8 (2.7) kcal/mol for the activation energy of direct oxidative insertion (OxIn), and -28.0 (-28.8)

kcal/mol for the reaction energy (all energies relative to separate reactants, zero-point vibra-

tional energy-corrected values in parentheses). Our work highlights the importance of sufficient

higher angular momentum polarization functions for correctly describing metal-d-electron

correlation. The best overall agreement with our ab initio benchmark is obtained by functionals

from all three categories, GGA, meta-GGA, and hybrid DFT, with mean absolute errors of

0.8-3.0 kcal/mol and errors in activation energies for OxIn ranging from 0.0 to 1.2 kcal/mol.

For example, three well-known functionals, BLYP, OLYP, and B3LYP, compare very reasonably

with, respectively, an underestimation of the barrier for OxIn of -4.2 kcal/mol and overestimations

of 4.2 and 1.6 kcal/mol. Interestingly, all important features of the CCSD(T) benchmark potential

energy surfaces for the Pd-induced activation of C-H, C-C, C-F, and C-Cl bonds are

reproduced correctly within a few kcal/mol by BLYP, OLYP, and B3LYP, while at the same

time, none of these functionals is the “best one” in each individual case. This follows from an

overall comparison of the results of the present as well as previous studies.

1. Introduction
The catalytic activation of the C-Cl bond is an efficient
tool for selectively converting simple educts, via C-C bond
formation, into more complex compounds. This process,
which is often based on catalytically active palladium
complexes, is therefore of major importance for synthetic
chemistry. The most intensively used substrates for such

C-C coupling reactions are aryl halides, whereas it is more
difficult in this context to exploit alkyl halides.1 While C-H
and C-C bond activations have been the subject in various
computational investigations, the oxidative addition of C-Cl
or, more generally, C-halogen bonds has received less
attention.2 Still, there are a number of computational
studies2-11 on the activation of C-X bonds by d10 metal
centers, such as palladium complexes, which is one of our
main subjects of interest because of its relevance for
homogeneous catalysis.12

* Corresponding author fax: +31-20-59 87629; e-mail:
fm.bickelhaupt@few.vu.nl.
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Transition-metal-induced C-Cl bond activation usually
proceeds via an oxidative addition process in which the metal
increases its formal oxidation state by two units. There has
been controversy about the mechanism of this reaction.13 One
mechanism that has been proposed requires the concerted
transfer of two electrons and involves either a concerted
front-side displacement or a concerted nucleophilic displace-
ment (SN2) proceeding via backside attack of the C-Cl bond
by the metal. Theoretical studies on the oxidative addition
of the C-Cl bond in chloromethane to the Pd atom show
that this process can indeed proceed via direct oxidative
insertion of the metal into the C-Cl bond (OxIn) or via SN2
substitution followed, in a concerted manner, by leaving-
group rearrangement (SN2-ra).3,10 The reaction barrier for
OxIn is lower than that for the SN2 pathway. Interestingly,
anion assistance, for example, coordination of a chloride
anion to Pd, reverses this order in activation energies and
makes SN2 the preferred pathway. Note that this shift in
mechanism also corresponds to a change in stereochemistry
at the carbon atom involved, namely, from retention (OxIn)
to inversion of configuration (SN2). This is of practical
relevance for substrates in which the carbon atom, C*, is
asymmetric (which is obviously not the case in the simple
model substrate chloromethane). The two pathways are
schematically summarized in Chart 1.

The purpose of the present study is two-fold. In the first
place, we wish to obtain a reliable benchmark for the
potential energy surface (PES) for the oxidative addition of
the C-Cl bond of chloromethane to Pd(0). This is done by
exploring this PES with a hierarchical series of ab initio
methods{Hartree-Fock (HF), second-order Møller-Plesset
perturbation theory (MP2),14 and coupled cluster theory15

with single and double excitations (CCSD)16 and with triple
excitations treated perturbatively [CCSD(T)]17} in combina-
tion with a hierarchical series of Gaussian-type basis sets of
increasing flexibility and polarization (up to g functions).
The basis set superposition error (BSSE) is accounted for
by counterpoise correction (CPC).18 Relativistic effects are
treated with a full four-component all-electron approach. To
our knowledge, these are the first benchmarking calculations
at an advanced correlated level for this model reaction.

The second purpose of our work is to evaluate the
performance of 26 popular density functionals, covering
LDA, GGA, meta-GGA, and hybrid density functionals, for
describing the oxidative addition of the chloromethane C-Cl
bond to Pd, using the ab initio benchmark as a reference
point. Here, we anticipate that, while the latter turns out to

be satisfactory in terms of accuracy and reliability, it is
prohibitively expensive if one wishes to study more realistic
model catalysts and substrates. Thus, our survey of 26 density
functionals serves to validate one or more of these density
functional theory (DFT) approaches as a computationally
more efficient alternative to high-level ab initio theory in
future investigations in the field of computational catalysis.11

A general concern associated with the application of DFT
to the investigation of chemical reactions is its notorious
tendency to underestimate activation energies.6,19-24 How-
ever, very recently, with the same approach as has been
used in the present study, we investigated the insertion of
the Pd d10 atom into the C-H bond of methane, the C-C
bond of ethane, and the C-F bond of fluoromethane as
important archetypal examples of oxidative addition reactions:
25-28 DFT29-31 turned out to reproduce the highest level
ab initio (coupled-cluster) benchmark PESs within a few
kilocalories per mole.26-28 Interestingly, in the case of
palladium-induced C-H and C-C bond activation,26,27 the
well-known BLYP functional turned out to be among the
best performing functionals, providing PESs that are better
than those of most of the high-level meta-GGA and hybrid
functionals. On the other hand, the activation of the C-F
bond turns out to be somewhat better described by OLYP
and B3LYP.28 Here, we are interested in how far the same
conclusions hold for palladium-induced C-Cl bond activa-
tion. In addition to evaluating and ranking the performance
of the density functionals, we investigate the dependence of
the resulting PES on the basis-set size and on the use of the
frozen-core approximation. We conclude with a critical
overview and comparison of the palladium-induced activa-
tions of all bonds for which we have so far carried out an
ab initio benchmark and DFT validation study: C-H, C-C,
C-F, and C-Cl.

2. Method and Computational Details
2.1. Geometries.All geometry optimizations have been done
with DFT using the Amsterdam Density Functional (ADF)
program.32-35 For eight different LDA and GGA functionals,
the performances for computing the geometries and relative
energies of the stationary points along the PES of our model
reaction (see Chart 1) were compared. These density func-
tionals are the LDA functional VWN36 and the GGA
functionals BP86,37,38 BLYP,37,39 PW91,40-43 PBE,44,45

revPBE,46 RPBE,47 and OLYP.39,48 They were used in
combination with the TZ2P basis set, which is a large
uncontracted set of Slater-type orbitals (STOs) containing
diffuse functions, which is of triple-ú quality and has been
augmented with two sets of polarization functions: 2p and
3d on H, 3d and 4f on C and Cl, 5p and 4f on Pd. The core
shells of carbon (1s), chlorine (1s2s2p), and palladium
(1s2s2p3s3p3d) were treated by the frozen-core approxima-
tion.32 An auxiliary set of s, p, d, f, and g STOs was used to
fit the molecular density and to represent the Coulomb and
exchange potentials accurately in each SCF cycle.32 Rela-
tivistic effects were accounted for using the zeroth-order
regular approximation (ZORA).49 For each of the eight
functionals, all stationary points were confirmed to be
equilibrium structures (no imaginary frequencies) or a

Chart 1. Model Reactions and Nomenclature
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transition state (one imaginary frequency) through vibrational
analysis. Enthalpies at 298.15 K and 1 atm were calculated
from 0 K electronic energies according to the following
equation, assuming an ideal gas:

Here, ∆Etrans,298, ∆Erot,298, and ∆Evib,0 are the differences
between products and reactants in translational, rotational,
and zero-point vibrational energies, respectively;∆(∆Evib,0)298

is the change in the vibrational energy difference going from
0 to 298.15 K. The vibrational energy corrections are based
on our frequency calculations. The molar work term∆(pV)
is (∆n)RT; ∆n ) -1 for two reactants (Pd+ CH3Cl)
combining to one species. Thermal corrections for the
electronic energy are neglected.

2.2. Ab Initio Calculations. On the basis of the ZORA-
BLYP/TZ2P geometries, energies of the stationary points
were computed in a series of single-point calculations with
the program package DIRAC50,51 using the following hier-
archy of quantum chemical methods: HF, MP2, CCSD, and
CCSD(T). Relativistic effects are accounted for using a full
all-electron four-component Dirac-Coulomb approach with
a spin-free Hamiltonian.52 The two-electron integrals exclu-
sively over the small components have been neglected and
corrected with a simple Coulombic correction, which has
been shown to be reliable.53

A hierarchical series of Gaussian-type basis sets was used
(see Table 1). For carbon, hydrogen, and chlorine, Dunning’s
correlation consistent augmented double-ú (cc-aug-pVDZ)
and triple-ú (cc-aug-pVTZ) basis sets were used.54,55 These
were used in uncontracted form because it is technically
difficult to use contracted basis sets in the kinetic balance
procedure in DIRAC.56 The basis set of palladium is based
on an uncontracted basis set (24s16p13d), which is of triple-ú
quality, and has been developed by K. Faegri, Jr. (personal
communication). The combination of this basis set for
palladium and the aforementioned cc-aug-pVDZ basis set
for carbon and hydrogen and cc-aug-pVTZ basis set for
chlorine is denoted BS1 (see Table 1). As a first extension,
in BS2, one set of 4f polarization functions was added with
an exponent of 1.472, as reported by Ehlers et al.57 In BS3,
this single set of 4f functions was substituted by four sets of
4f polarization functions as reported by Langhoff and co-
workers with exponents of 3.611 217, 1.295 41, 0.554 71,
and 0.237 53.58 Thereafter, going to BS4, an additional set
of diffuse p functions was introduced with an exponent of
0.141 196, as proposed by Osanai et al.59 BS5 was created

by adding a set of g functions, with an exponent of
1.031 690 071. This value is close but not exactly equal to
the exponent of the g functions optimized by Osanai. Instead,
it is equal to the value of one of the exponents of the d set
of Faegri, which reduces computational costs.

Note that the basis sets BS1-BS5 used in the present study
(see Table 1) correspond in quality to the basis sets BS1-
BS5 used in our recent studies on the oxidative addition of
Pd to the C-C bond of ethane and the C-F bond of
fluoromethane (see Table 2 in ref 27 and Table 1 in ref 28,
respectively), using, however, an uncontracted cc-aug-pVTZ
basis set for chlorine. For the C-C addition reaction,
concerning the uncontracted cc-aug-pVDZ basis set for C
and H, relative energies were converged to within ca. 1 kcal/
mol at BS5. For the present reaction, we have investigated
more extensively how well the relative energies are con-
verged with respect to the basis-set sizes of carbon, hydrogen,
and chlorine. To this end, basis sets BS2(-) and BS2(+)
were also constructed. BS2(-) is equal to BS2, but with a
cc-aug-pVDZ instead of a cc-aug-pVTZ basis set for
chlorine. BS2(+) also corresponds to BS2, but with a cc-
aug-pVTZ basis set for all three elements C, H, and Cl. For
a schematic overview, see Table 1.

2.3. DFT Calculations.On the basis of the ZORA-BLYP/
TZ2P geometries, we have also evaluated, in a series of
single-point calculations, how the ZORA-BLYP relative
energies of stationary points along the PES depend on the
basis-set size for four different all-electron (i.e., no frozen-
core approximation) STO basis sets, namely, ae-DZ, ae-TZP,
ae-TZ2P, and ae-QZ4P, and on the use of the frozen-core
approximation. The ae-DZ basis set is of double-ú quality
and is unpolarized for C, Cl, and H but has been augmented
with a set of 5p polarization functions for Pd. The ae-TZP
basis set is of triple-ú quality and has been augmented with
one set of polarization functions on every atom: 2p on H,
3d on C and Cl, and 5p on Pd. The ae-TZ2P basis set (the
all-electron counterpart corresponding to the above-men-
tioned TZ2P basis that is used in conjunction with the frozen-
core approximation) is also of triple-ú quality and has been
augmented with two sets of polarization functions on each
atom: 2p and 3d on H, 3d and 4f on C and Cl, and 5p and
4f on Pd. The ae-QZ4P basis set is of quadruple-ú quality
and has been augmented with four sets of polarization
functions on each atom (five for chlorine): two 2p and two
3d sets on H, two 3d and two 4f sets on C, three 3d and two
4f sets on Cl, and two 5p and two 4f sets on Pd.

Finally, again on the basis of the ZORA-BLYP/TZ2P
geometries, we have computed, in a post-self-consistent-field

Table 1. Basis Sets Used in the ab Initio Calculations

name Pd C H Cl

BS1 (24s16p13d)a cc-aug-pVDZb cc-aug-pVDZb cc-aug-pVTZb

BS2 (24s16p13d)a + 1f cc-aug-pVDZb cc-aug-pVDZb cc-aug-pVTZb

BS2(-) (24s16p13d)a + 1f cc-aug-pVDZb cc-aug-pVDZb cc-aug-pVDZb

BS2(+) (24s16p13d)a + 1f cc-aug-pVTZb cc-aug-pVTZb cc-aug-pVTZb

BS3 (24s16p13d)a + 4f cc-aug-pVDZb cc-aug-pVDZb cc-aug-pVTZb

BS4 (24s16p13d)a + 4f + p cc-aug-pVDZb cc-aug-pVDZb cc-aug-pVTZb

BS5 (24s16p13d)a + 4f + p + g cc-aug-pVDZb cc-aug-pVDZb cc-aug-pVTZb

a TZP quality. b Completely uncontracted.

∆H298 ) ∆E + ∆Etrans,298+ ∆Erot,298+
∆Evib,0 + ∆(∆Evib,0)298+ ∆(pV)
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(post-SCF) manner, that is, using in all cases the electron
density obtained at ZORA-BLYP/ae-TZ2P, the relative
energies of stationary points along the PES for various LDA,
GGA, meta-GGA, and hybrid functionals. In addition to the
ones used in the geometry optimizations (see Section 2.1),
the following density functionals were examined: the GGA
functionals Becke 88x+ BR89c,60,61 FT97,62 HCTH/93,63

BOP,60,64 HCTH/120,65 HCTH/147,65 and HCTH/407;66 the
meta-GGA functionals BLAP3,67 VS98,68 KCIS,69 PKZB,70,71

Bmτ1,72 OLAP3,48,67 and TPSS;73,74 and the hybrid func-
tionals B3LYP,75,76 O3LYP,77 X3LYP78 (all based on
VWN579), and TPSSh.73,74

3. Results and Discussion
3.1. Geometries of Stationary Points and Characteristics
of the Addition Reaction. First, we examine the geometries
of stationary points along the reaction coordinates of the two
pathways for the oxidative addition of Pd to the C-Cl bond
of chloromethane, computed with the LDA functional VWN
and the GGA functionals BP86, BLYP, PW91, PBE, revPBE,
RPBE, and OLYP in combination with the TZ2P basis set,
the frozen-core approximation, and the ZORA to account
for relativistic effects. For the BLYP functional, the results
are given in Figure 1. For the other functionals, the optimized
geometries are given in the Supporting Information, in Figure
S1 and Table S1.

For each of the functionals, the reaction characteristics are
similar. For the direct insertion (OxIn) pathway, the reaction
proceeds from the reactants R via the formation of a stable,
Cs symmetric reactant complex, RCOxIn, in which the chlorine
atom coordinates to Pd, to a transition state, TSOxIn, of Cs

symmetry and, finally, a stable product P ofCs symmetry
(see Figure 1). For the alternative SN2 pathway, the reaction
proceeds from the reactants via formation of another stable,
Cs symmetric reactant complex, RCSN2, in which chlo-
romethane coordinates via two hydrogen atoms in anη2

fashion to Pd (see Figure 1), completely analogous to reactant
complexes for the reaction of Pd with methane,26 ethane,27

and fluoromethane.28 From RCSN2, the SN2 substitution then
occurs in concert with a rearrangement of the Cl- leaving
group from carbon to palladium, with a transition state
TSSN2-ra of Cs symmetry and, finally, the same product P as
in the OxIn pathway.

We wish to point out the two marked differences between
the SN2-ra mechanism of the Pd+ CH3Cl system tackled in
the present investigation (see also refs 3 and 10) and that of
Pd+ CH3F, studied recently.28 In both cases, there are two
competing reaction channels, direct oxidative insertion (OxIn)
and an alternative pathway with strong SN2 character
(SN2-ra). In the first place, however, the C-F bond is much
stronger than the C-Cl bond, and activation of the former
is associated with significantly higher barriers (via both OxIn
and SN2). Thus, at variance with the situation for Pd+
CH3Cl, the minimum energy path for Pd approaching CH3F
from the backside is, in a sense, redirected from straight
nucleophilic substitution and proceeds instead via the
relatively low-energy saddle point TSCH for insertion into a
C-H bond. Furthermore, for both, Pd+ CH3F and Pd+
CH3Cl, the highest point on the PES of the SN2-ra pathway
has the character of a migrating leaving group, that is, F-

and Cl-, respectively, that is expelled during the actual
substitution process. However, the much higher basicity of
F- compared to Cl- causes the former, after its expulsion in
the actual SN2 transition state TSSN2 and on its way toward
Pd, to abstract a proton, under formation of the intermediate
complex IMSN2 between PdCH2 and HF (see ref 28). From
the latter, fluoride migrates via transition state TSSN2-ra

toward Pd under formation of the product CH3PdF. At
variance, in the case of Pd+ CH3Cl, the expelled Cl- leaving
group migrates directly to Pdwithout abstracting a pro-
ton and, thus, without forming an additional intermediate
complex involving the conjugate acid HCl. Thus, the only
transition state encountered along the reaction coordinate
of the nucleophilic substitution reaction between Pd and
CH3Cl is the one with chloride rearrangement character:
TSSN2-ra.

All species in both reaction pathways have been verified
through vibrational analyses to represent equilibrium struc-
tures (no imaginary frequencies) or transition states (one
imaginary frequency). Furthermore, it has been verified that
each transition state connects the stable stationary points as
reported.

The geometries obtained with the various LDA and GGA
functionals do not show significant mutual discrepancies (see
Table S1 and Figure S1 in the Supporting Information). One

Figure 1. Structures of stationary points along the reaction
coordinates of the OxIn- and SN2-type pathways for oxidative
addition of the C-Cl bond of CH3Cl to Pd. Geometry optimized
at ZORA-BLYP/TZ2P, i.e., with frozen-core approximation.
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eye-catching, but not essential, difference is the product P
computed with VWN and PW91. Here, the methyl group is
rotated into an eclipsed instead of a staggered conformation
relative to the Pd-Cl bond, at variance with the product
geometries for the other functionals. It should be noted,
however, that enforcing a staggered geometry will raise the
energy by only 0.2 kcal/mol for VWN and a virtually
negligible 0.03 kcal/mol for PW91. In fact, the essential
physics here is that the methyl group is virtually a free
internal rotor.

The C-H bond distance values are very robust with
respect to changing the functional, with variations on the
order of a few hundredths, or less, of an angstrom. Note
that variations in the length of the activated C-Cl bond
become larger, up to ca. 0.2 Å in the product, as the reaction
progresses. This is in line with the fact that this bond is being
broken along the reaction coordinate, which causes the PES
to become increasingly soft in this coordinate and, thus,
sensitive to changes in the computational method. More
pronounced variations are found for the weak Pd-C,
Pd-H, and Pd-Cl bonds. This holds especially for the
loosely bound reactant complex RCSN2 and the unstable
transition state TSSN2-ra, which for the GGA functionals show
fluctuations of up to more than 0.1 Å for Pd-C and Pd-Cl
(LDA deviates a bit more, up to 0.5 Å for Pd-Cl). The

variations in these bond distances drop to a few hundredths
or even a few thousandths of an angstrom as the reaction
proceeds to the product in which more stable coordination
bonds are formed.

Thus, the various functionals yield essentially the same
geometries. Because we found in previous studies on the
reaction of Pd with methane and ethane that BLYP per-
formed excellently in terms of the relative energies of
stationary points for those model reactions26,27 and because
BLYP is robust and well established, we chose the geom-
etries of this functional, that is, ZORA-BLYP/TZ2P, to
compute the ab initio benchmark potential energy surface
in the next section.

3.2. Benchmark Energies from ab Initio Calculations.
Here, we report the first systematic ab initio calculations into
relative energies of the model addition reaction of the C-Cl
bond of chloromethane to the Pd atom. This survey is based
on geometries of stationary points that were optimized at
the ZORA-BLYP/TZ2P level of relativistic DFT (see
preceding section and Figure 1). The results of our ab initio
computations are collected in Tables 2 and 3 (relative
energies and BSSE). Tables S2 and S3 in the Supporting
Information show the total energies in atomic units of all
species occurring at the stationary points as well as the BSSE
for all methods and all stationary points. The reaction profiles

Table 2. Relative Energies (in kcal/mol) of the Stationary Points along the Reaction Coordinates of the OxIn- and SN2-type
Pathways for Oxidative Addition of the C-Cl Bond of CH3Cl to Pd, without (no CPC) and with Counterpoise Correction (with
CPC), Computed at Several Levels of ab Initio Theory

RCOxIn RCSN2 TSOxIn TSSN2-ra
a P

method basis set no CPC with CPC no CPC with CPC no CPC with CPC no CPC with CPC no CPC with CPC

HF BS1 6.4 6.9 9.9 10.4 28.9 29.4 61.6 62.2 4.3 4.8
BS2 6.2 6.7 9.8 10.3 28.6 29.2 60.6 61.1 2.0 2.6
BS2(-) 7.2 7.7 9.8 10.3 29.0 29.6 58.6 59.1 1.6 2.2
BS2(+) 6.2 6.7 28.4 28.9
BS3 6.0 6.5 9.5 10.1 28.2 28.8 59.6 60.2 0.1 0.8
BS4 6.0 6.5 9.6 10.0 28.2 28.7 59.6 60.1 0.0 0.6
BS5 5.9 6.4 9.5 10.0 28.1 28.6 59.3 59.9 -0.6 0.0

MP2 BS1 -11.2 -6.4 -5.8 -0.9 3.9 10.4 41.9 47.3 -29.5 -19.7
BS2 -16.7 -9.8 -10.6 -3.5 -3.1 6.2 37.3 45.1 -39.0 -25.0
BS2(-) -10.8 -6.2 -10.1 -3.3 1.7 9.3 36.7 44.4 -34.3 -22.6
BS2(+) -17.4 -10.0 -8.5 4.6
BS3 -16.9 -13.7 -9.6 -6.5 -2.0 1.8 45.1 48.6 -30.4 -25.0
BS4 -16.3 -14.2 -7.7 -6.0 -1.1 1.4 46.4 48.6 -29.4 -25.4
BS5 -16.7 -14.8 -9.0 -7.3 -1.8 0.5 46.7 48.7 -29.1 -25.4

CCSD BS1 -8.3 -3.5 -4.3 0.7 7.2 13.6 40.0 45.5 -28.7 -19.1
BS2 -11.3 -5.3 -6.9 -0.7 3.6 11.8 38.2 45.1 -33.8 -21.8
BS2(-) -6.5 -2.2 -6.6 -0.5 7.4 14.2 37.4 44.3 -29.9 -19.7
BS2(+) -11.9 -5.4 -0.8 10.4
BS3 -10.2 -7.3 -5.0 -2.3 6.4 9.7 44.9 48.1 -27.1 -22.4
BS4 -9.8 -7.8 -4.1 -2.6 7.0 9.3 45.9 48.0 -26.4 -22.8
BS5 -9.6 -7.9 -4.2 -2.8 6.9 9.1 46.4 48.4 -25.8 -22.5

CCSD(T) BS1 -11.0 -5.1 -7.0 -0.8 2.1 10.0 35.0 42.0 -33.8 -22.3
BS2 -14.9 -7.7 -10.3 -2.7 -2.6 7.1 31.7 40.2 -40.7 -26.5
BS2(-) -9.4 -4.2 -9.9 -2.5 1.9 10.1 31.1 39.5 -36.1 -24.0
BS2(+) -15.6 -7.9 -7.7 5.5
BS3 -14.1 -10.3 -8.5 -4.7 0.2 4.7 38.5 43.1 -33.6 -27.6
BS4 -13.1 -11.0 -6.8 -5.0 1.6 4.2 40.3 43.0 -32.0 -28.0
BS5 -13.1 -11.2 -7.0 -5.4 1.4 3.8 40.7 43.3 -31.7 -28.0

a CCSD(T) procedure not reliable for C-Cl SN2 transition state, see Section 3.2.
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obtained with CCSD(T) are graphically displayed in Figure
S2 in the Supporting Information.

We proceed with examining the reaction profiles of the
two pathways for the oxidative addition of Pd to the
chloromethane C-Cl bond, that is, the energies of the
stationary points relative to the reactants Pd and chlo-
romethane (see Table 2 and Figure S2, Supporting Informa-
tion). At almost all levels of theory except Hartree-Fock,
the reaction profiles are characterized by the formation of
stable reactant complexes RCOxIn and RCSN2, where the first
one is always lower in energy than the second one, which
lead via the transition state for direct oxidative insertion
(TSOxIn) or via the transition state for rearrangement after
the SN2 reaction (TSSN2-ra) to the oxidative addition prod-
uct (P). Three striking observations can be made: (i) the
spread in values of computed relative energies, depending
on the level of theory and basis set, is enormous, up to ca.
45 kcal/mol; (ii) the size of the BSSE is also remarkably
large, up to ca. 14 kcal/mol; (iii) without counterpoise
correction, convergence with basis-set size of the computed
energies is still not reached with standard basis sets used
routinely in CCSD(T) computations on organometallic and
coordination compounds. The lack of any correlation, which
is important for this model reaction,80,81 leads to a complete
failure at the HF level, which yields unbound reactant
complexes and strongly exaggerated activation barriers: ca.
29 kcal/mol for TSOxIn and ca. 60 kcal/mol for TSSN2-ra. The
activation energies for both pathways drop significantly when
electron correlation is introduced. Along HF, CCSD, and
CCSD(T) in combination with basis set BS1, for example,
the activation barrier for direct oxidative insertion de-
creases from 28.9 to 7.2 to 2.1 kcal/mol (see Table 2). But
also, the correlated CCSD(T) values obtained with basis sets
BS1 up to BS3, comparable in quality to standard basis sets
such as LANL2DZ82,83without or with up to four f functions
added, are questionable, if one does not take into account
counterpoise correction, as they are obviously not converged
as a function of the basis-set size. For example, at
CCSD(T)/BS1, the activation energy for direct insertion is
2.1 kcal/mol. This activation energy computed at CCSD(T)
drops from 2.1 kcal/mol for basis set BS1 to-2.6 kcal/mol
for basis set BS2 in which one f polarization function has
been added. Thereafter, along BS2 to BS5, the activation
energy increases again, although not monotonically, from
-2.6 to 1.4 kcal/mol, as three more sets off functions, an

additional set of diffuse p functions, and a set of g functions
are added to the basis set of Pd (see Tables 1 and 2).

Next, we note that the BSSE takes on large values in the
correlated ab initio methods. At the CCSD(T) level, for
example, the BSSE for TSOxIn amounts to 7.9, 9.7, 4.5, 2.6,
and 2.4 kcal/mol along the basis sets BS1-BS5 (Table 3),
whereas the corresponding BSSE values at HF are only ca.
0.6 kcal/mol. The BSSE increases along the reaction
coordinate, that is, going from RCOxIn to TSOxIn to P, or going
from RCSN2 to TSSN2-ra to P. The reason for this is that, along
these series of stationary points, the carbon, hydrogen, and
chlorine atoms and, thus, their basis functions come closer
and begin to surround the palladium atom. This effectively
improves the flexibility and polarization of the basis set and,
thus, the description of the wave function in the region of
the palladium atom. Note that the BSSE stems predominantly
from the improvement of the stabilization of palladium as
chloromethane ghost functions are added. This contribution
to the BSSE quickly reduces as the basis set of palladium is
improved, and for the two largest basis sets, BS4 and BS5
(which contain g as well as diffuse p functions on Pd), it is
on the same order as the extra stabilization of the chlo-
romethane fragment due to adding palladium ghost functions.
Note that the total BSSE at CCSD(T) has been considerably
decreased, that is, from 9.7 kcal/mol for BS2 to only 2.4
kcal/mol for BS5 (Table 3), and is, thus, not much larger
anymore than the relative energies that we compute, in
particular, the OxIn barrier of 1.4 kcal/mol, see CCSD(T)/
BS5 in Table 2.

In basis sets BS1, BS2, BS3, BS4, and BS5, mentioned
above, we use consistently the same basis sets for all
substrate atoms, namely, the uncontracted cc-aug-pVDZ for
carbon and hydrogen and cc-aug-pVTZ for chlorine. For the
oxidative addition of the methane C-H bond to Pd, it was
shown that counterpoise-corrected CCSD(T) relative energies
at BS5, that is, using uncontracted cc-aug-pVDZ for C and
H, are converged within ca. 1 kcal/mol with respect to
extending the basis set for C and H to uncontracted cc-aug-
pVTZ.27 Here, we explore to what extent counterpoise-
corrected CCSD(T) relative energies of the Pd+ CH3Cl
system are converged if the basis set for C and H is extended
from cc-aug-pVDZ in basis set BS2 to cc-aug-pVTZ in the
larger basis set BS2(+) (see Table 1). Furthermore, we probe
the dependence of the counterpoise-corrected CCSD(T)
relative energies on the size of the basis set for Cl by

Table 3. Basis Set Superposition Error (BSSE, in kcal/mol) for Pd and CH3Cl in the Stationary Points along the Reaction
Coordinates of the OxIn- and SN2-type Pathways for Oxidative Addition of the C-Cl Bond of CH3Cl to Pd, Computed at the
CCSD(T) Level of ab Initio Theory

RCOxIn RCSN2 TSOxIn TSSN2-ra P

basis set Pd CH3Cl total Pd CH3Cl total Pd CH3Cl total Pd CH3Cl total Pd CH3Cl total

BS1 5.5 0.4 5.9 5.9 0.3 6.2 7.4 0.5 7.9 6.2 0.7 6.9 10.6 0.9 11.5
BS2 6.8 0.4 7.2 7.2 0.3 7.5 9.2 0.5 9.7 7.8 0.7 8.5 13.2 1.0 14.1
BS2(-) 4.3 0.8 5.1 6.9 0.5 7.4 7.2 1.0 8.2 7.7 0.8 8.5 10.4 1.7 12.1
BS2(+) 7.4 0.3 7.7 12.9 0.3 13.2
BS3 3.2 0.7 3.8 3.2 0.5 3.7 3.6 0.9 4.5 3.5 1.1 4.6 4.5 1.6 6.1
BS4 1.4 0.8 2.2 1.2 0.6 1.8 1.6 1.0 2.6 1.4 1.3 2.7 2.3 1.7 4.1
BS5 1.1 0.8 1.9 1.1 0.6 1.7 1.3 1.1 2.4 1.2 1.4 2.6 1.8 1.8 3.7
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reducing it from cc-aug-pVTZ in basis set BS2 to cc-aug-
pVDZ in basis set BS2(-) (see Table 1). The results for the
modified basis sets BS2(-) and BS2(+) are also shown in
Tables 2 and 3 below the entry for basis set BS2. It appears
that using cc-aug-pVDZ instead of cc-aug-pVTZ for chlorine
makes a significant difference for the counterpoise-corrected
CCSD(T) relative energies. The barrier for oxidative insertion
(TSOxIn), for example, changes from 7.1 to 10.1 kcal/mol,
going from BS2 to BS2(-) [see Table 2, CCSD(T) with
CPC]. From this, we conclude that using the uncontracted
cc-aug-pVTZ basis set for the chlorine in chloromethane is
a minimal requirement. The calculations with basis set
BS2(+) are extremely expensive and were, therefore,
confined to the relative energies of two stationary points:
RCOxIn and TSOxIn. In agreement with our earlier finding for
Pd + CH4,27 extending the basis sets of C and H from
cc-aug-pVDZ to cc-aug-pVTZ has little effect on the coun-
terpoise-corrected CCSD(T) relative energies. The barrier for
oxidative insertion (TSOxIn), for example, decreases by only
1.5 kcal/mol, from 7.1 to 5.5 kcal/mol, going from BS2 to
BS2(+) (see Table 2, CCSD(T) with CPC). We conclude
that using uncontracted cc-aug-pVDZ for C and H and
uncontracted cc-aug-pVTZ for Cl represents a good com-
promise between computational efficiency and accuracy in
our CCSD(T) computations.

Thus, we have been able to achieve virtual convergence
of the CCSD(T) relative energies by using a larger than
standard basis set and by correcting for the BSSE through
counterpoise correction, see Table 2. The counterpoise-
corrected relative energies at CCSD(T) are converged to
within some tenths of a kilocalorie per mole. For example,
the counterpoise-corrected activation energy for direct oxida-
tive insertion (OxIn) at CCSD(T) amounts to 10.0, 7.1, 4.7,
4.2, and 3.8 kcal/mol.

There are, however, strong indications for one of the
species, the transition state of the SN2 pathway TSSN2-ra, being
problematic in the sense that a single-reference ab initio
approach to describing it [e.g., HF, MP2, or CCSD(T)] is
not suitable: (i) unlike the situation for the other species,
the HOMO and LUMO of TSSN2-ra are degenerate within a
few hundredths of an electronvolt; (ii) in line with this,
there is near degeneracy of the singlet and triplet states
[Etriplet - Esinglet ) +1.3, -11.0, +3.7, -5.8, and-1.6
kcal/mol at BLYP/TZ2P, HF, MP2, CCSD, and CCSD(T);
ab initio values obtained with BS5 and CPC], and (iii)
importantly, the resulting activation energy of 43.3 kcal/mol
at CCSD(T)/BS5 with CPC is also much higher than all
barriers obtained with the various density functionals, even
those which normally overestimate this type of reaction
barrier, such as OLYP. For example, the activation barriers
obtained with BLYP, OLYP, and B3LYP are 23.1, 31.9, and
36.3 kcal/mol, respectively, all well below the CCSD(T)
value of 43.3 kcal/mol. An analysis of the electronic structure
of TSSN2-ra reveals the physics behind this phenomenon: the
species has much of the character of a complex between Cl-

and PdCH3+. Consequently, the HOMO and LUMO of
TSSN2-ra closely resemble a chlorine 3p atomic orbital (AO),
pushed up in energy by the (local) excess of negative charge,
and a carbon 2p AO on the methyl fragment in PdCH3

+,

pulled down in energy by the (local) excess of positive
charge: these circumstances clearly promote the occurrence
of a single-electron transfer from Cl- to PdCH3

+. This
suggests that the problem may be relieved if the LUMO is
destabilized. This can be achieved, for example, by introduc-
ing an extra chloride ligand at palladium, which neutralizes
the excess positive charge in the PdCH3

+ moiety of TSSN2-ra.
Thus, we have computed and analyzed the corresponding
transition state for PdCl- (instead of Pd) induced C-Cl bond
activation, the structure of which is shown in Figure 2.
Indeed, all indicators of a pathological situation disappear:
(i) there is a clear HOMO-LUMO gap of 0.65 eV at BLYP/
TZ2P; (ii) the singlet state is well below the triplet state,
and (iii) the counterpoise-corrected CCSD(T)/BS384 value
for the energy relative to the reactants again agrees per-
fectly with the BLYP/TZ2P valuesboth amount to-18.8
kcal/mol (not shown in a Table).85

In conclusion, our best estimate, obtained at CCSD(T)/
BS5 with CPC, for the kinetic and thermodynamic param-
eters of the oxidative insertion of Pd into the chloromethane
C-Cl bond is -11.2 kcal/mol for the formation of the
reactant complex leading to the direct oxidative insertion
(OxIn) pathway,-5.4 kcal/mol for the formation of the
reactant complex leading to the SN2 pathway, 3.8 kcal/mol
for the activation energy (relative to the reactants) for the
OxIn pathway, and-28.0 kcal/mol for the reaction energy
(see Table 4). The activation energy of 43.3 kcal/mol for
the SN2 pathway is probably too high for the reasons pointed
out above; this value should, therefore, be treated with great
precaution and not as a benchmark. If we take into account
zero-point vibrational energy (ZPE) effects computed at
BLYP/TZ2P, we arrive at-10.8 kcal/mol for the formation
of the reactant complex leading to the OxIn pathway,-6.1
kcal/mol for the formation of the reactant complex leading
to the SN2 pathway, 2.7 kcal/mol for the activation energy

Figure 2. Structure of the SN2-ra transition state for oxidative
addition of the C-Cl bond of CH3Cl to PdCl-. Geometry
optimized at ZORA-BLYP/TZ2P, i.e., with frozen-core ap-
proximation.
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(relative to the reactants) for the OxIn pathway, and-28.8
kcal/mol for the reaction energy (see Table 4).

3.3. Validation of DFT. Next, we examine the relative
energies of stationary points computed with the LDA
functional VWN and the GGA functionals BP86, BLYP,
PW91, PBE, revPBE, RPBE, and OLYP in combination with
the TZ2P basis set, the frozen-core approximation, and the
ZORA to account for relativistic effects. Note that for each
density functional we consistently use the geometries opti-
mized with that functional, for example, BP86//BP86 or
BLYP//BLYP (see Section 3.1). We focus on the overall
activation energy, that is, the difference in energy between
the transition state and the separate reactants, which is
decisive for the rate of chemical reactions in the gas phase,
in particular, if they occur under low-pressure conditions in
which the reaction system is (in good approximation)
thermally isolated86,87(see also Section 2 of ref 88). Relative
energies, with and without zero-point vibrational energy
correction, as well as relative enthalpies are collected in Table
4 and graphically represented in Figure S3 in the Supporting
Information. The performance of the LDA functional VWN
and the seven different GGA functionals is assessed by a
systematic comparison of the resulting potential energy
surfaces with our relativistic four-component CCSD(T)
benchmark. It is clear from Table 4 that LDA suffers here
from its infamous overbinding, providing barriers that are
too low and complexation and reaction energies that are too
high. The GGA functionals fall into three groups regarding
their agreement with the benchmark results. OLYP clearly
underestimates metal-substrate bonding and yields too
weakly bound reactant complexes for both pathways, a
barrier for the OxIn pathway that is too high by 3.2
kcal/mol, and an insufficiently exothermic reaction energy.
The situation is the opposite for BP86, PBE, and PW91,
which overestimate metal-substrate bonding, giving rise to
too strongly bound reactant complexes, a significantly
underestimated barrier for the OxIn pathway (by more than
10 kcal/mol for PW91), and a too exothermic reaction
energy. On the other hand, BLYP and the two revisions of

PBE, that is, revPBE and RPBE, perform very satisfactorily
with reactant complexes in good agreement with the coupled-
cluster PES and a relatively small underestimation of the
barrier for the OxIn pathway (i.e., by 4.4, 3.7, and 3.0
kcal/mol for BLYP, revPBE, and RPBE, respectively) and
somewhat too large reaction energies, but less so than in
the case of the group of BP86, PBE, and PW91. Note that
all density functionals undershoot to an unusually high extent
the CCSD(T) value of the barrier associated with the SN2
pathway. In Section 3.2, it was pointed out that in this case
(i.e., for TSSN2-ra) the CCSD(T) value tends to be too high
and should be treated with great precaution (later on, the
issue is again briefly addressed).

We proceed with examining the convergence of the (all-
electron) BLYP relative energies of stationary points as
the basis set increases along ae-DZ, ae-TZP, ae-TZ2P, and
ae-QZ4P, using the ZORA-BLYP/TZ2P geometries, which
were also used in the ab initio calculations in the preceding
section (see Figure 1). We also investigate the convergence
of the BSSE along this series and the effect of using the
frozen-core approximation in the calculations discussed in
the preceding paragraph. The results are shown in Table 5
and in Figure S4 in the Supporting Information. In the first
place, we note that it is valid to use the frozen-core
approximation as it has only small effects on the relative
energies. This becomes clear if one compares, in Table 5,
the frozen-core BLYP/TZ2P results (no CPC:-12.9,-5.1,
-0.6, 23.1, and-33.1 kcal/mol for RCOxIn, RCSN2, TSOxIn,
TSSN2-ra, and P, respectively) with the corresponding all-
electron BLYP/ae-TZ2P data (no CPC:-12.8,-5.1,-0.5,
23.1, and-33.5 kcal/mol for RCOxIn, RCSN2, TSOxIn, TSSN2-ra,
and P, respectively). The frozen-core and all-electron values
of the relative energies agree within 0.1-0.4 kcal/mol.
Likewise, the BSSE values computed with the frozen-core
TZ2P and ae-TZ2P basis sets agree within 0.1 kcal/mol (see
Table 5). Next, the issue of basis set convergence is
addressed. The data in Table 5 show that the relative energies
of stationary points are already converged to within the order
of some tenths of a kilocalorie per mole with the ae-TZ2P

Table 4. Relative Energies without (∆E) and with Zero-Point Vibrational Energy Correction (∆E + ∆ZPE) and Relative
Enthalpies at 298.15 K (∆H) of the Stationary Pointsa along the Reaction Coordinates of the OxIn- and SN2-type Pathways
for Oxidative Addition of the C-Cl Bond of CH3Cl to Pd (in kcal/mol), Computed with Eight Different Density Functionals and
the TZ2P Basis Set with Frozen-Core Approximation,b and Compared to the ab Initio Benchmark from This Work

∆E ∆E + ∆ZPE ∆H

method RCOxIn RCSN2 TSOxIn TSSN2-ra P RCOxIn RCSN2 TSOxIn TSSN2-ra P RCOxIn RCSN2 TSOxIn TSSN2-ra P

DFT Computations (This Work)b

VWN -30.1 -25.5 -21.8 15.8 -52.1 -29.6 -26.6 -22.7 11.8 -52.9 -29.9 -27.1 -23.2 11.4 -53.1
BP86 -16.4 -9.3 -5.2 23.4 -36.9 -16.0 -10.2 -6.3 20.4 -37.7 -16.2 -10.6 -6.8 20.1 -37.8
BLYP -12.9 -5.1 -0.6 23.1 -33.1 -12.5 -5.8 -1.7 20.4 -33.9 -12.7 -6.0 -2.0 20.1 -34.0
PW91 -17.6 -10.8 -6.7 22.7 -37.8 -17.1 -11.6 -7.8 19.8 -38.7 -19.1 -12.0 -10.0 19.5 -39.4
PBE -17.0 -10.4 -6.1 23.3 -37.1 -16.6 -11.3 -7.2 20.3 -37.9 -16.8 -11.7 -7.7 19.9 -38.7
revPBE -11.9 -5.0 0.1 26.1 -31.4 -11.6 -5.9 -1.0 23.5 -32.3 -11.8 -6.1 -1.4 23.1 -32.4
RPBE -11.5 -4.5 0.8 26.1 -30.7 -11.1 -5.3 -0.4 23.3 -31.5 -11.3 -5.6 -0.7 23.0 -31.7
OLYP -6.8 -0.1 7.0 31.2 -23.5 -6.4 -0.8 5.8 28.7 -24.4 -6.6 -0.9 5.3 28.4 -24.5

Ab Initio Benchmark (This Work)c

CCSD(T) -11.2 -5.4 3.8 (43.3)d -28.0 -10.8 -6.1 2.7 (40.6)d -28.8
a Geometries and energies computed at the same level of theory. See Figure S1 and Table S1 in the Supporting Information for structures.

b Relativistic effects treated with ZORA (see Section 2). c CCSD(T) benchmark from this work, based on BLYP-optimized geometries. d CCSD(T)
procedure not reliable for C-Cl SN2 transition state, see Section 3.2.
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basis set. The BSSE drops to 0.5 kcal/mol or less for this
basis set and becomes even smaller, that is, 0.1 kcal/mol or
less, if one goes to ae-QZ4P (see Table 5: the BSSE is the
difference between “no CPC” and “with CPC” values). For
example, the activation energy for the OxIn pathway, without
counterpoise correction, varies from 1.9 to 0.3 to-0.5 to
-0.8 kcal/mol along ae-DZ, ae-TZP, ae-TZ2P, and ae-QZ4P
(Table 5, no CPC). The corresponding BSSE amounts to 3.4,
0.2, 0.3, and 0.1 kcal/mol (see Table 5). Note that, in fact,
the BSSE is large, that is, a few kilocalories per mole, only
for the smallest, ae-DZ, basis set. This is in line with our
previous work on the oxidative addition of methane, ethane,
and fluoromethane to Pd in which we found that basis-set
convergence and elimination of the BSSE are achieved much
earlier for DFT (e.g., B3LYP or BLYP) than for correlated
ab initio methods [e.g., CCSD(T)].25-28 In general, correlated
ab initio methods depend more strongly on the extent of
polarization of the basis set because the polarization functions
are essential to generate the configurations through which
the wave function can describe the correlation hole. In DFT,
on the other hand, the correlation hole is built into the
potential and the energy functional and polarization functions
mainly play the much less delicate role of describing
polarization of the electron density. In conclusion, the TZ2P
basis in combination with the frozen-core approximation
yields an efficient and accurate (i.e., within 1 kcal/mol)
description of the relative energies of our stationary points.

Finally, on the basis of the ZORA-BLYP/TZ2P geometries
discussed above, we have computed the relative energies of
stationary points along the PES for various LDA, GGA,
meta-GGA, and hybrid functionals in combination with the
all-electron ae-TZ2P basis set and ZORA for relativistic
effects. This was done in a post-SCF manner, that is, using
density functionals with the electron density obtained at
ZORA-BLYP/ae-TZ2P. The performance of the density
functionals is discussed by comparing the resulting potential
energy surfaces with that of the ab initio [CCSD(T)]
benchmark discussed above. The results of this survey are
collected in Table 6, which shows energies relative to the
separate reactants (R).

For clarity, we wish to point out that the above procedure
for computing the relative energies shown in Table 6 differs
in three respects from that used for computing the relative
energies with the LDA functional and the seven GGA
functionals shown in Table 4: (i) an all-electron approach
is used instead of the frozen-core approximation; (ii) for all

density functionals, the BLYP optimized geometries are used
instead of geometries optimized with the same functional,
and (iii) for all functionals, the BLYP electron density is
used for computing the energy instead of the electron density
corresponding to that functional. The effect of going from
frozen-core (TZ2P) to all-electron calculations (ae-TZ2P),
that is, point i, is small, causing a stabilization of 0.3
kcal/mol or less, and has already been discussed above. The
differences between the values in Tables 4 and 6 derive
mainly from the combined effect of points ii and iii, which
causes, considering the GGA functionals, a destabilization
of up to 1.0 kcal/mol (for the PBE and OLYP transition
state for the OxIn pathway) of the relative energies if one
goes from Table 4 to Table 6. Both effects are on the order
of a few tenths of a kilocalorie per mole up to maximally 1
kcal/mol and, for the different GGA functionals and station-
ary points, contribute to this destabilization with varying
relative importance. For example, for TSOxIn, the single-point
approach contributes generally somewhat more (0.6-1.0
kcal/mol) to this destabilization than the post-SCF approach
(up to 0.3 kcal/mol). This has been assessed by computing
the relative energies of stationary points using approximation
ii but not iii, that is, computing them with the electron density
corresponding to the density functional under consideration
but with the BLYP geometries; the resulting values are
provided in parentheses in Table 6. In conclusion, for the
GGA functionals, the combined effect of approximations
i-iii on the relative energies of stationary points is on the
order of a few tenths of a kilocalorie per mole with an upper
limit of 1 kcal/mol.

Now, we extend our survey to the full range of energy
density functionals that, except for LDA and the seven GGAs
discussed above, have been implemented in the ADF
program in a post-SCF manner. For all 26 density func-
tionals, we have computed the mean absolute error in the
relative energies of the reactant complexes, transition
states, and product and the error in the barriers, that is, the
relative energy of the transition states, as compared with the
CCSD(T) benchmark (see Table 6). In Section 3.2, we have
pointed out that the CCSD(T) relative energy for the SN2
transition state TSSN2-ra is unreliable and must be treated with
great precaution. Indeed, for this particular species, the
counterpoise-corrected CCSD(T)/BS5 value of the relative
energy exceeds the corresponding values obtained with the
various density functionals to an unusually great extent, even
those which normally overestimate this type of reaction

Table 5. Relative Energies (in kcal/mol) of the Stationary Pointsa along the Reaction Coordinates of the OxIn- and SN2-type
Pathways for Oxidative Addition of the C-Cl Bond of CH3Cl to Pd, Computed with BLYP and Four Different Basis Sets with
All Electrons Treated Variationally, without (no CPC) and with Counterpoise Correction (with CPC)b

RCOxIn RCSN2 TSOxIn TSSN2-ra P

basis set no CPC with CPC no CPC with CPC no CPC with CPC no CPC with CPC no CPC with CPC

ae-DZ -6.5 -4.4 -2.4 0.5 1.9 5.3 16.8 19.0 -32.8 -29.6
ae-TZP -12.0 -11.9 -4.6 -4.4 0.3 0.5 23.0 23.4 -31.8 -31.4
ae-TZ2P -12.8 -12.6 -5.1 -4.8 -0.5 -0.2 23.1 23.5 -33.5 -33.0
ae-QZ4P -13.3 -13.3 -5.3 -5.2 -0.8 -0.7 23.0 23.1 -33.4 -33.3
TZ2Pc -12.9 -12.7 -5.1 -4.9 -0.6 -0.4 23.1 23.4 -33.1 -32.7

a Geometries optimized at ZORA-BLYP/TZ2P with frozen-core approximation, see Figure 1. b Relativistic effects treated with ZORA (see
Section 2). c Standard frozen-core basis set (see Section 2.1).
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barrier, such as OLYP (see Table 6). For comparison,
deviations of the DFT barriers are significantly smaller for
the transition state of the OxIn pathway, and they also show
the well-known scattering of individual values somewhat
above and below the CCSD(T) benchmark value. Thus, for
all density functionals except O3LYP, the mean absolute
error between the DFT and CCSD(T) relative energies of
the stationary points along the OxIn and SN2 PESs drops
significantly if one excludes the SN2-ra transition state; Table
6 displays both values in the columns “mean abs. err.” and
“mean abs. err. excl. TSSN2-ra”. In the following, we discuss
the latter. Both the mean absolute error and the error in the
OxIn barrier drop significantly if one goes from LDA (mean
absolute error) 19.0 kcal/mol), which, as mentioned above,
suffers from its infamous overbinding, to GGA functionals

(mean absolute error) 0.8-7.6 kcal/mol). However, no
significant improvement occurs if one goes from GGA to
the more recently developed meta-GGA functionals (mean
absolute error) 3.0-11.3 kcal/mol) and hybrid functionals
(mean absolute error) 1.4-6.6 kcal/mol). The best overall
agreement with the ab initio benchmark PES is achieved by
functionals of the GGA (HCTH/120), meta-GGA (PKZB),
and hybrid DFT type (X3LYP), with mean absolute errors
of 0.8-3.0 kcal/mol and errors in the OxIn barrier ranging
from -4.3 to 1.2 kcal/mol. Interestingly, the well-known
BLYP functional compares very reasonably with an only
slightly larger mean absolute error of 2.9 kcal/mol and an
underestimation of the OxIn barrier of-4.2 kcal/mol. The
OLYP functional overestimates the OxIn barrier by the same
amount, 4.2 kcal/mol, but has a larger mean absolute error

Table 6. Energies (in kcal/mol) Relative to the Separate Reactants (R) of the Stationary Pointsa along the Reaction
Coordinates of the OxIn- and SN2-type Pathways for Oxidative Addition of the C-Cl Bond of CH3Cl to Pd and Dissociation
Energy of CH3Cl into a Methyl Radical and Chlorine Atom (DCCl), Computed for 26 Different Density Functionals with the
ae-TZ2P Basis Set with All Electrons Treated Variationally,b and Compared to the ab Initio Benchmark from This Work.

method RCOxIn RCSN2 TSOxIn TSSN2-ra P

mean
abs.
err.c

mean
abs.

err., excl.
TSSN2-ra

d

err. in
OxIn
barr.c

err. in
SN2-ra
barr.c DCCl

err. in
DCCl

e

LDA
VWN -27.6 (-27.7) -20.7 (-21.0) -18.2 (-18.4) 18.7 (7.7) -50.2 (-50.3) 20.1 19.0 -22.0 -24.6 106.2 25.0

GGA
BP86 -16.0 (-16.0) -8.6 (-8.7) -4.5 (-4.5) 23.8 (23.8) -37.0 (-37.0) 9.0 6.3 -8.3 -19.5 86.0 4.9
BLYP -12.8 -5.1 -0.5 23.1 -33.5 6.4 2.9 -4.2 -20.2 82.1 1.0
B88xBR89c -13.9 -5.8 -0.4 22.6 -35.9 7.2 3.8 -4.2 -20.7 83.4 2.2
PW91 -17.2 (-17.2) -10.1 (-10.1) -5.8 (-5.8) 23.0 (23.1) -38.0 (-37.9) 10.1 7.6 -9.6 -20.3 88.9 7.7
PBE -16.4 (-16.6) -9.5 (-9.6) -5.1 (-5.1) 23.6 (23.7) -37.2 (-37.1) 9.4 6.9 -8.9 -19.7 88.9 7.7
FT97 -12.7 -10.5 3.8 23.5 -36.9 7.1 3.9 0.0 -19.8 84.7 3.5
revPBE -11.6 (-11.8) -4.6 (-4.8) 0.7 (0.7) 26.3 (26.2) -31.7 (-31.7) 5.0 2.0 -3.1 -17.0 83.5 2.4
HCTH/93 -6.6 0.4 8.0 32.1 -22.7 6.2 4.9 4.2 -11.2 83.0 1.9
RPBE -11.1 (-11.3) -4.1 (-4.3) 1.4 (1.3) 26.3 (26.2) -30.9 (-30.9) 4.7 1.7 -2.4 -17.0 82.9 1.8
BOP -9.6 -1.9 3.4 25.4 -29.9 5.0 1.8 -0.3 -17.9 81.8 0.6
HCTH/120 -11.0 -3.9 3.0 28.5 -27.5 3.6 0.8 -0.8 -14.8 84.3 3.2
HCTH/147 -10.4 -3.3 3.6 29.1 -27.0 3.7 1.0 -0.2 -14.2 84.3 3.1
HCTH/407 -7.8 -1.3 8.0 30.8 -22.7 5.9 4.2 4.2 -12.4 83.2 2.1
OLYP -6.0 (-6.5) 0.7 (0.2) 8.0 (7.7) 31.9 (31.3) -23.3 (-23.7) 6.3 5.0 4.2 -11.4 83.6 2.4

Meta-GGA
BLAP3 -7.7 0.2 7.5 27.7 -26.7 5.9 3.5 3.7 -15.6 85.3 4.1
VS98 -14.2 -8.9 -5.7 25.7 -33.5 7.8 5.4 -9.5 -17.6 81.2 0.1
KCIS -13.7 -6.7 -1.6 26.0 -34.7 6.6 4.0 -5.4 -17.3 85.4 4.2
PKZB -12.5 -5.2 -0.5 26.6 -34.4 5.8 3.0 -4.3 -16.7 83.6 2.5
Bmτ1 -7.4 0.5 7.9 27.3 -26.4 6.2 3.8 4.1 -16.0 83.7 2.5
OLAP3 -0.9 6.1 16.0 36.5 -16.5 10.4 11.3 12.2 -6.8 86.8 5.6
TPSS -14.4 -6.7 -3.7 25.0 -36.9 7.9 5.3 -7.5 -18.3 84.2 3.0

Hybrid
B3LYP -9.3 -3.1 5.4 36.3 -26.5 2.8 1.8 1.6 -7.0 81.2 0.1
O3LYP -5.4 0.5 10.1 40.4 -19.6 5.9 6.6 6.3 -2.9 85.7 4.5
X3LYP -9.7 -3.7 5.0 36.9 -26.7 2.4 1.4 1.2 -6.3 81.7 0.6
TPSSh -12.3 -5.4 -0.3 31.6 -32.9 4.4 2.6 -4.1 -11.7 83.2 2.0

Ab Initio Benchmark (This Work)f

CCSD(T) -11.2 -5.4 3.8 (43.3)g -28.0 81.2
a Geometries optimized at ZORA-BLYP/TZ2P with frozen-core approximation, see Figure 1. b Computed post-SCF using the BLYP electron

density, unless stated otherwise. Values in parentheses computed self-consistently, i.e., with the potential and electron-density corresponding
to the energy functional indicated. Relativistic effects treated with ZORA (see Section 2). c Mean absolute error for the energies of the five
stationary points RCOxIn, RCSN2, TSOxIn, TSSN2-ra, and P relative to the separate reactants (R) and error in the overall barriers, i.e., in the energy
of TSOxIn and TSSN2-ra, respectively, relative to R, compared with the CCSD(T) benchmark from this work. d Mean absolute error corresponding
to footnote c but excluding stationary point TSSN2-ra. e Error in the dissociation energy of the C-Cl bond in chloromethane, compared with the
CCSD(T) benchmark from this work. f CCSD(T) benchmark from this work, based on BLYP-optimized geometries. g CCSD(T) procedure not
reliable for C-Cl SN2 transition state, see Section 3.2.
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of 5.0 kcal/mol (in the case of C-F bond activation,28 OLYP
performs better than BLYP). The hybrid functionals B3LYP
and X3LYP perform remarkably well, with overestimations
of the barrier of only 1.6 and 1.2 kcal/mol and mean absolute
errors of only 1.8 and 1.4 kcal/mol, respectively.

We have verified to what extent errors made, for example,
by BLYP or B3LYP, originate from a failure in describing
the C-Cl bond dissociation. To this end, we have first
computed an ab initio benchmark for the C-Cl bond
strength, that is, the dissociation energyDCCl, associated with
the reaction H3C-Cl f CH3

• + Cl• at the same levels of
theory as we did for the PES of the oxidative addition of
the chloromethane C-Cl bond to Pd. This was done again
using the BLYP-optimized geometries, which yield a C-H
bond length of 1.084 Å for theD3h symmetric methyl radical.
Thus, we arrive at a dissociation energy of 81.2 kcal/mol at
CCSD(T) with basis set BS5 and with counterpoise correc-
tion (HF, 60.0; MP2, 86.0; and CCSD, 78.2 kcal/mol; for
details, see Table S5 in the Supporting Information), in nice
agreement with the experimental value for the enthalpy at 0
K, namely, 82.04( 0.26 kcal/mol.89 Most functionals are
able to describe the dissociation energy reasonably well,
yielding errors, compared with the CCSD(T) benchmark, on
the order of a few kilocalories per mole. For BLYP and
B3LYP, the dissociation energyDCCl is overestimated by only
1.0 and 0.1 kcal/mol, respectively (see Table 6). In conclu-
sion, the underestimation of the activation energy by BLYP
cannot be ascribed to a failure in describing C-Cl bond
dissociation (in fact, the slight error in the latter works in
the opposite direction and should raise the value of the
barrier). Rather, it may be related to the overbinding between
Pd and the methyl and chloride ligands (compare relative
energies for P in Table 6).

3.4. Comparison of C-H, C-C, C-F, and C-Cl Bond
Activation. Finally, we have carried out a comprehensive
comparison of the ab initio CCSD(T) benchmark PESs as
well as the corresponding BLYP, OLYP, and B3LYP density
functional results for the palladium-induced activation of
methane C-H (OxIn),25,26 ethane C-C (OxIn),27 fluo-
romethane C-F (OxIn and SN2),28 and the C-Cl bond (this
work, OxIn and SN2) using the same computational details
throughout. The energies of all stationary points relative to
the reactants are collected in Table 7. Trends in activation
energies are graphically displayed in Figure 3 in which the

questionable CCSD(T) value for the SN2 transition state for
C-Cl activation has been left out (see also Section 3.2).

It is clear, especially from Figure 3, that all important
features of the CCSD(T) benchmark potential energy surfaces
for palladium-induced C-H, C-C, C-F, and C-Cl bond
activation are reproduced by important functionals such as
BLYP, OLYP, and B3LYP. On the other hand, a more
detailed look also shows that none of these functionals is
the “best one” for each individual model reaction. For
example, BLYP performs best in the case of C-H and C-C
bond activation whereas OLYP and B3LYP overestimate the
barrier (compare values in Table 7). But, in the case of C-F
bond activation, the BLYP functional underestimates the
barriers of both OxIn and SN2 pathways while OLYP and
B3LYP perform very satisfactorily [Table 7, OxIn path-
way: CCSD(T), 27.8 kcal/mol; BLYP, 17.7 kcal/mol;
OLYP, 26.0 kcal/mol; B3LYP, 26.9 kcal/mol; SN2-path-
way: CCSD(T), 37.5 kcal/mol; BLYP, 30.1 kcal/mol; OLYP,
38.5 kcal/mol; B3LYP, 40.2 kcal/mol]. For the C-Cl bond,
as described above, the OxIn barrier is only slightly
underestimated by BLYP and overestimated by OLYP and
B3LYP. Nevertheless, they all agree with the CCSD(T)
benchmark that, for example, the activation energies for
oxidative addition increase in the order C-Cl (OxIn) < C-H
(OxIn) < C-C (OxIn) j C-F (OxIn) < C-Cl (SN2-ra; no
reliable benchmark)< C-F (via SN2-ra), see Figure 3.

Table 7. Relative Energies (in kcal/mol) of the Stationary Points along the Reaction Coordinate for the Oxidative Addition of
Pd to the C-H, C-C, C-F, and C-Cl Bonds, Computed with CCSD(T), BLYP, OLYP, and B3LYPa

reactant complex transition state product

activated bond CCSD(T) BLYP OLYP B3LYP CCSD(T) BLYP OLYP B3LYP CCSD(T) BLYP OLYP B3LYP

C-H OxIn -8.1 -6.7 -0.7 -4.9 5.8 3.9 10.3 10.3 0.8 -3.6 5.3 4.6
C-C OxIn -10.8 -6.7 -0.5 -4.9 19.4 18.5 26.8 25.2 -4.5 -9.5 1.6 0.2
C-F OxIn

-5.3 -5.4 0.3 -3.4
27.8 17.7 26.0 26.9

-6.4 -16.3 -6.2 -7.0
SN2 37.5 30.1 38.5 40.2

C-Cl OxIn -11.2 -12.8 -6.0 -9.3 3.8 -0.5 8.0 5.4
-28.0 -33.5 -23.3 -26.5

SN2 -5.4 -5.1 0.7 -3.1 (43.3)b 23.1 31.9 36.3
a Geometries optimized at ZORA-BLYP/TZ2P with frozen-core approximation. BLYP, OLYP, and B3LYP results calculated with the ae-TZ2P

basis set with all electrons treated variationally and post-SCF using the BLYP electron density. CCSD(T) results calculated with relativistic
four-component method. For details, see refs 25, 26 (C-H), 27 (C-C), 28 (C-F), and this work (C-Cl). b CCSD(T) procedure not reliable for
C-Cl SN2 transition state, see Section 3.2.

Figure 3. Activation energies (in kcal/mol) for the oxida-
tive addition of Pd to various C-X bonds, computed with
CCSD(T), BLYP, OLYP, and B3LYP. For computational
details, see the footnotes of Table 7.
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4. Conclusions
We have computed an ab initio benchmark for the archetypal
oxidative addition of the chloromethane C-Cl bond to
palladium that derives from a hierarchical series of relativistic
methods and highly polarized basis sets for the palladium
atom, up to the counterpoise corrected, four-component spin-
free Dirac-Coulomb CCSD(T)/(24s16p13d+4f+p+g) level,
which is converged with respect to the basis-set size within
1 kcal/mol. Our findings stress the importance of sufficient
higher-angular momentum polarization functions, f and g,
as well as counterpoise correction for obtaining reliable
activation energies.

This benchmark is used to evaluate the performance of
26 relativistic (ZORA) density functionals for describing
relative energies of stationary points on the potential energy
surface. Excellent agreement with our ab initio benchmark
for energies relative to the reactants is achieved by func-
tionals of the GGA, meta-GGA, and hybrid DFT approaches,
each of which have a representative in the top three, with
mean absolute errors as small as 3.0 kcal/mol or less. All
theoretical methods used reveal the existence of two pos-
sible reaction mechanisms for oxidative addition: direct
oxidative insertion (OxIn) with a barrier that is at least some
20 kcal/mol lower than that of an alternative SN2 pathway.
Interestingly, the well-known BLYP functional still performs
satisfactorily with a mean absolute error of 2.9 kcal/mol and
an underestimation of the OxIn barrier by-4.2 kcal/mol.
Note that the much advocated B3LYP hybrid functional also
performs remarkably well, with a mean absolute error of 1.8
kcal/mol and an overestimation of the OxIn barrier by only
1.6 kcal/mol.

Finally, a comprehensive comparison of the present
(C-Cl) and previous studies25-28 shows that all important
features of the CCSD(T) benchmark potential energy surfaces
for palladium-induced C-H, C-C, C-F, and C-Cl bond
activation are reproduced by important functionals such as
BLYP, OLYP, and B3LYP. Thus, while none of these
functionals is the “best one” for each individual model
reaction, they all agree with the CCSD(T) benchmark that,
for example, the activation energies for oxidative addition
increase in the order C-Cl (OxIn) < C-H (OxIn) < C-C
(OxIn) j C-F (OxIn) < C-Cl (SN2-ra; no reliable
benchmark)< C-F (via SN2-ra). Our DFT results have
been verified to be converged with the basis-set size at
ZORA-BLYP/TZ2P and to be unaffected by the frozen-core
approximation for the core shells of carbon (1s), chlorine
(1s2s2p), and palladium (1s2s2p3s3p3d). We consider this
a sound and efficient approach for the routine investigation
of catalytic bond activation, also in larger, more realistic
model systems.
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Abstract: Recently Pool et al. [Pool, J. A.; Lobkovsky, E.; Chirik, P. J. Nature 2004, 427, 527.]

showed that the [(η5-Cp′)2Zr]2(µ2,η2,η2-N2), Cp′ ) η5-C5Me4H, complex is promising for dinitrogen

hydrogenation. In the present study we examine computationally the structure and relative

energies of different possible positional isomers of this dimer complex as well as different isomers

of the monomer complex (Cp′2Zr)(η2-N2). The relative stability of isomers of the monomer is

determined by the electrostatic repulsion between the negatively charged N atoms of the N2

molecule and the negatively charged C atoms of the Cp′ ring that are bound to H. Substitution

of H atoms by methyl groups significantly changes the charge distribution in Cp rings, increases

the negative charge of CH atom, and affects the relative stability of the isomers. On the other

hand, competition between the electrostatic effects and the steric repulsion determines the relative

energy of the positional isomers of the dimer (Cp′2Zr)2(µ2,η2,η2-N2).

Introduction
The activation of molecular nitrogen to produce nitrogen-
containing compounds under mild conditions is still one of
the most challenging tasks of chemistry.1 Due to its nonpolar
and strong triple bond, molecular nitrogen has very low
reactivity. Extreme conditions are needed to convert N2 into
practically useful nitrogen-containing compounds. The Haber-
Bosch process, which has been used for almost a century to
produce ammonia from dihydrogen and dinitrogen molecules,
requires temperatures ranging from 400 to 650°C and
pressure ranging from 200 to 400 atm.2 Numerous efforts
have been made to develop new catalysts, which would
facilitate activation of dinitrogen under milder conditions.
One of the most promising of these was the synthesis of the
dinuclear Zr complex{[P2N2]Zr}2(µ2,η2,η2-N2), where
P2N2dPhP(CH2SiMe2NSiMe2CH2)2 and Ph) phenyl, which
reacts with one dihydrogen molecule and forms a bridging
zirconium hydride and an N-H bond.3 Theoretical modeling

predicted that this complex could dissociatively add even
more than one dihydrogen molecule under appropriate
experimental conditions.4 Recently, Pool et al.5 reported the
synthesis of a dinuclear Zr complex [(η5-C5Me4H)2Zr]2-
(µ2,η2,η2-N2), 1, which reacts with dihydrogen at only 1 atm
and 22°C. Subsequent warming of the complex to 85°C
even leads to formation of a small amount of ammonia.
Although the discovered reaction is still not catalytic, its
significance and practical importance is undisputable.

Surprisingly, when a slightly different ligand is used,
C5Me5

- instead of C5Me4H-, the reaction follows a different
path with expulsion of free N2.6 Thus, replacing only one
methyl group with hydrogen completely changes the reactiv-
ity of the complex. Very recently we explained the reason
behind this remarkable difference.7 We examined computa-
tionally a series of side-on and end-on coordination of the
N2 molecule in mono- and dinuclear complexes, (Cp′2Zr)-
(N2) and (Cp′)2Zr(N2)Zr(Cp′)2, where Cp′ ) C5H5-nMen, n
) 0-5. The results for mononuclear complexes showed that
the electronic effects would favor side-on coordination, a
most suitable mode for hydrogenation, when more methyl
groups are added to the Cp′ ring. However, the increased
number of methyl groups rapidly increases the steric repul-

* Corresponding author e-mail: dmusaev@emory.edu (D.G.M.);
e-mail: morokuma@emory.edu (K.M.).

† Present address: Department of Chemistry, Universitat de les
Illes Balears, 07122 Palma de Mallorca, Spain.
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sion between the monomer of the dinuclear complex and
makes the end-on-coordinated complexes that are not suitable
for hydrogenation more favorable.

In the present study we examine in detail structure, relative
stability, and properties of the [(η5-C5Me4H)2Zr]2(µ2,η2,η2-
N2) complex. We investigate in detail the interplay between
electronic and steric effects in this complex and examine
their role in the relative stability of isomers of the complex.
We analyze all possible isomers of the mononuclear (Cp′2-
Zr)(η2-N2) complex and several selected isomers of the
dinuclear (Cp′2Zr)2(µ2,η2,η2-N2) complex and rationalize the
role of intramolecular (both steric and electronic) interactions
in relative stability of these isomers.

Methodology
To find the energetically most stable structure of (Cp′2Zr)2-
(µ2,η2,η2-N2), we need to take into account different possible
orientations of the four Cp′ ligands. A complication arises
from the fact that each Cp′ ring has four CH3 groups and
one H, which makes possible numerous isomers for (Cp′2-
Zr)2(µ2,η2,η2-N2) that are different from each other by the
mutual orientation of the C5Me4H- ligands. It is very time-
consuming to calculate all isomers. To simplify the task we
used the following strategy. As an initial step we examined
in detail all possible isomers of the mononuclear complex
(Cp′2Zr)(η2-N2). Using the monomer, we hoped to select
more likely monomer structures that can form stable dimers
and hence reduce substantially the computational effort. As
a second step, we used only the best isomers of the monomer
to form several isomers of the dimer.

We used the hybrid density functional B3LYP method8

and the Stevens-Basch-Krauss (SBK)9 relativistic effective
core potentials and the standard CEP-31G basis sets for H,
C, N, and Zr atoms. Previously it was shown that d-type
polarization functions on the N atoms are important for
accurate prediction of the geometry and energetics of similar
Zr complexes.4b Therefore we added a d-type polarization
function for the two N atoms. Below, this approximation
will be called as B3LYP/CEP-31G(dN). All calculations were
performed using the Gaussian 03 program package.10 The
atomic charges were evaluated via the Natural Population
Analysis (NPA) algorithm.11 To estimate the steric interac-
tions, we performed molecular mechanics (MM) calculations
using Universal Force Field (UFF).12

Results and Discussion
A. Cp′2ZrN 2 Monomer. The structure of the monomer (Cp′2-
Zr)(η2-N2) taken from the experimentally determined struc-
ture of the [(η5-Cp′)2Zr]2(µ2,η2,η2-N2) dimer is shown in
Figure 1(a).5 The positions of the H atoms on Cp are
indicated with arrows. As can be seen, the two H atoms are
oriented in opposite directions. Figure 1(b) gives a schematic
representation of all possible positions of the hydrogen atoms.
The solid Cp′ ring is placed above the plane of the paper,
and the dashed Cp′ ring is placed below. We distinguish
different Cp′ orientations by different positions of the H
atoms. Each H atom on the dashed Cp′ ring can occupy
positions 2, 4, or 6, while on the solid Cp′ ring it can occupy
positions 1, 3′, 3′′, 5′, or 5′′. Here, the larger number

corresponds to further away from dinitrogen, and with′ and′′
indicates closer or further from position 2 or 4. We will
denote isomers by the positions of their H atoms. The
experimentally reported structure corresponds to isomer 16,
where the first number (1) corresponds to the solid Cp′ ring,
and the second number (6) corresponds to the dashed Cp′
ring.

There are a total of 13 possible isomers of the (Cp′2Zr)-
(η2-N2) monomer, which are shown schematically in Figure
2. We attempted to optimize all these structures. However,
during the optimization some of these structures converged
to other isomers. As a result, we obtained only eight different
stable isomers, 56, 36, 16, 5′′4, 5′2, 3′2, 12, and 3′′2,
presented in bold in Figure 2. The barrier for Cp′ rotation is
found to be very smallsonly 2.7 kcal/mol for rotation from
position 56 to position 36, for example. This indicates that
different isomers correspond to points on a relatively flat
potential energy surface.

Table 1 presents the relative energies of the eight optimized
isomers. As can be seen, isomer 56 possesses the lowest
energy of all. The experimentally reported structure, 16, is
0.90 kcal/mol higher in energy than isomer 56. At first sight,
this finding does not agree with the experimental result.
However, here we consider only the monomer and not the
dimer, which was actually experimentally studied. As we
will see later, when we will discuss the dimer, the calculated
data fully agree with the experimental results.

The data in Table 1 represent calculations in a vacuum.
The experiment of Chirik and co-workers was carried out
in a pentane solution.5 To evaluate the solvent effect, we
performed single-point energy calculations of isomers 56,
16, and 12 using the PCM model.13 The PCM relative
energies of 0.0, 0.81, and 4.31 are very close to the values
without solvent effects: 0.0, 0.90, and 4.50 kcal/mol,
respectively. Thus, the nonpolar pentane solvent does not
affect significantly the energy differences between different
isomers.

Now, let us rationalize the relative energies of the eight
different isomers in terms of the specific interactions within
the molecule. Analyzing the NPA atomic charges,11 we found
that the C atoms of C5Me4H rings are not equally charged.
In Figure 3 we show the charge distribution only for isomer
56, as an example. The C atoms, which are bound to CH3

Figure 1. (a) The monomeric unit taken from the X-ray
structure of (Cp′2Zr)2(µ2,η2,η2-N2). The positions of the H
atoms are indicated with arrows. (b) Schematic representation
of different H positions. 1, 2, 3, 4, 5, and 6 denote different
possible positions of the H atoms. The solid Cp′ ring is placed
above the plane of the paper and the dashed Cp′ ring is
placed below.
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groups, have approximately equal charges that vary between
-0.10e and-0.16e. The “special” C atom bound to the H
atom (denoted as CH) has the largest negative charge:-0.38e
for the solid Cp′ ring and-0.35e for the other Cp′ ring,
respectively. The charge distributions of the other possible
isomers are similar to those discussed above.

We measured the distances between the two CH atoms and
the two N atoms in every isomer (rCN) and plottedΣ1/rCN

against the relative energy of the isomer. The result is shown
in Figure 4(a). The graphical representation shows a direct
relationship between the relative energies of different isomers
of Cp′2ZrN2 andΣ1/rCN. This indicates that the stability of
the complex affected by the electrostatic repulsion between

Figure 2. Schematic representation of all possible isomers of the (Cp′2Zr)(η2-N2) monomer. The stable structures are labeled
in bold.

Table 1. B3LYP/CEP-31G(dN) Calculated Relative
Energies, ∆E, Dipole Moments, d, and Relative UFF//
B3LYP/CEP-31G(dN) Energies, ∆Esteric, of the Eight Stable
Isomers of (Cp′2Zr)(η2-N2) Monomers

∆E
(kcal/
mol)

D
(Debye)

∆Esteric

(kcal/
mol)

∆E
(kcal/
mol)

D
(Debye)

∆Esteric

(kcal/
mol)

56 0.00 3.22 0.00 5′2 1.81 3.79 4.74
5′′4 0.49 3.26 4.50 3′′2 3.07 4.17 4.18
16 0.90 3.49 5.48 3′2 3.26 4.13 4.69
36 1.02 3.68 1.45 12 4.60 4.27 4.98

Figure 3. NPA atomic charges of isomer 56.

Figure 4. Dependence between relative energies of different
(Cp′2Zr)(η2-N2) isomers and (a) Σ1/rCN and (b) their dipole
moments.
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the negatively charged N atoms and the negatively charged
CH atoms. Another factor affecting the stability of the
respective isomer is the weak electron donating CH3 groups,
which leads the charge redistribution in Cp-rings. As a result
the CH atom becomes approximately 2-3 times more
negative than the other four C atoms in the C5Me4H ring,
and, consequently, the electrostatic repulsion between the
N atoms and the CH atoms becomes larger. In the most stable
isomer 56 these four atoms are located further away from
each other, while in the less stable isomer 12 the two H atoms
are at their closest distance from N2 (Figure 2).

The relative stability of isomers of (Cp′2Zr)(η2-N2) could
be also rationalized by counting the number of methyl-
methyl, methyl-H, H-H, methyl-N2, and H-N2 interac-
tions in each of them. We formed the set of linear equations
ΣciNij ) ∆Ej, whereNij is the number of interactions of type
(i) methyl-methyl, methyl-H, H-H, methyl-N2, and
H-N2, respectively, in thejth monomer and∆Ej is its relative
energy. In Table 2 we give the results of a least-squares fit
for the coefficientsci. As seen from this table, the largest
contribution to the energy comes from the H-N2 interaction,
which mimics the electrostatic repulsion between the N atoms
and the CH atom. As we showed above this CH-N repulsion
directly affects the relative stability of the respective isomer
(Figure 4(a)).

We would like to point out that in the case of C5H5 or
C5Me5 ligands the five C atoms are equally charged, and
the ligand has a zero dipole moment. However, in the case
of the C5Me4H ligand, the weak electron donating methyl
groups lead to a nonzero dipole moment. B3LYP/CEP-31G
calculations of an individual C5Me4H ring show a dipole
moment of 1.24 D. One may expect that the complex with
C5Me4H ligands will be more polar and have different
solubility than complexes with the nonpolar C5H5 or C5Me5

ligands.
The different orientation of the two H atoms leads to a

different dipole moment of the (Cp′2Zr)(η2-N2) complexes.
The fourth and eighth columns of Table 1 show the
calculated dipole moments of the eight (Cp′2Zr)(η2-N2)
isomers. The smallest dipole moment, 3.22 D, belongs to
the most stable isomer 56. The highest-energy isomer 12
has the biggest dipole moment, 4.27 D. Interestingly, we
found a direct relationship between the relative energies of
the (Cp′2Zr)(η2-N2) monomers and their dipole moments
(Figure 4(b)). The larger the dipole moment, the less stable
is the monomer.

Calculated trends in the total dipole moment of the system
can be explained by analyzing its components, the dipole
moment of ZrN2 fragment and the two dipole moments of
the two Cp′ rings. The dipole moment of the individual Cp′
ring is oriented along the “special” C-H bond and points

away from the H atom. The dipole moment of ZrN2 is
oriented toward the Zr atom. Thus, in the case of isomer 12
all three dipole moments add up, giving the largest dipole
moment of all isomers. The two Cp′ dipoles repel from the
ZrN2 dipole, and the isomer becomes the less stable. In the
case of the isomer 56 the two Cp′ dipoles are opposite to
the ZrN2 dipole, and the resulting total dipole moment is
the smallest one among all eight structures. The attraction
between the two Cp′ dipoles and the ZrN2 dipole makes
isomer 56 the most stable (Cp′2Zr)(η2-N2) isomer.

To estimate the role of steric repulsion in the relative
stability of different monomers, we calculated the UFF MM
energy of the B3LYP/CEP-31G(dN) optimized structures. The
results are given in the fourth and eighth columns of Table
1. As can be seen, the most stable structures 56 and 36 have
the lowest steric repulsion. All other isomers have a 4.0-
5.5 kcal/mol higher steric repulsion than the optimal structure
56. There is no direct relation between the steric repulsion
of these structures and their relative energy. Therefore, we
could conclude that in the case of (Cp′2Zr)(η2-N2) monomers,
the steric repulsion does not play a critical role. The stability
of the complex is determined predominantly by electronic
effects (electrostatic and dipole-dipole interactions). The
small barrier for the rotation of the Cp′ rings allows the
realization of the most favorable orientation.

B. (Cp′2Zr) 2N2 Dimers. The actual complex that was
studied experimentally is the dinuclear [(η5-C5Me4H)2Zr]2-
(µ2,η2,η2-N2) complex,1. To find the lowest-energy structure
of this complex, it would be best if we could consider all
possible orientations of the four Cp′ rings. However, the
number of possible isomers of the dimer is very large, and
searching for all these is not practical. Therefore we decided
to limit our study to the eight candidates, which are formed
by two identical monomers, 56-56, 5′′4-5′′4, 16-16, 36-
36, 5′2-5′2, 3′′2-3′′2, 3′2-3′2, and 12-12, where the dimer
notation combines those of the two monomers. We consid-
ered only one “mixed” dimer, 56-16, formed by the lowest-
energy monomer 56 and monomer 16, which corresponds
to the experimental structure. We attempted to optimize all
nine structures, but during the optimization some of them
converged to other isomers. As a result, we obtained six
different stable dimers, 56-56, 16-16, 36-36, 3′′2-3′′2,
12-12, and 56-16.

The relative energies of the investigated dimers are given
in Table 3. As can be seen, isomer 16-16 has the lowest
energy among all examined possibilities. This is in excellent
agreement with the experimentally found structure of1
(Figure 1a). Table 3 gives also the relative electrostatic
repulsion between the two negatively charged N atoms and

Table 2. Solution of ΣciNij ) ∆Ej, for (Cp′2Zr)(η2-N2)
Monomersa

ci ci

H-N2 0.9520 repulsion H-H 0.0903
Me-N2 -0.7954 attraction Me-H 0.0281
Me-Me 0.4036 repulsion
a See text.

Table 3. Relative Energy, ∆E, Relative Electrostatic
Repulsion between the N and CH Atoms, ∆EES, and
Relative Steric Repulsion, ∆Esteric, of Different Isomers of
(Cp′2Zr)2(µ2,η2,η2-N2)a

dimer ∆E ∆EES ∆Esteric dimer ∆E ∆EES ∆Esteric

56-56 4.64 0.00 16.74 3′′2-3′′2 21.65 34.91 0
16-16 0.00 26.94 7.90 12-12 2.82 46.42 4.98
36-36 7.78 22.07 10.61 56-16 1.37 10.72 12.21

a All energies are in kcal/mol.
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the four negatively charged CH atoms,∆EES, calculated in
analogy with the monomer case. As could be expected, the
electrostatic interaction favors the 56-56 dimer, formed by
the two optimal monomers 56. The 56-56 dimer has the
lowest electrostatic repulsion among all investigated dimers.
However, the lowest energy dimer 16-16 is not formed by
two 56 units but by two 16 units. This is due to the fact
that, while not crucial for the monomer case, the steric
interactions play an important role in the dimer. In monomer
56 the two H atoms point away from the dinitrogen
molecules. Thus, when two 56 units are combined together,
four H atoms point away from N2. The two 56 units “see”
each other via their methyl groups, which leads to higher
steric repulsion than that in the 16-16 dimer. In the 16-16
dimer, two of the H atoms point toward the N2 molecule
and thus reduce the steric repulsion. We estimated the steric
effect by performing the UFF MM calculation at the B3LYP/
CEP-31G(dN) optimized geometry of each dimer. The results
are shown in the fourth and eighth columns of Table 3.
Indeed, isomer 16-16 has 8.84 kcal/mol lower steric
repulsion than the electrostatically favored 56-56 dimer. On
the other hand, steric interactions do not alone govern the
stability of the dimer. Isomers 3′′2-3′′2 and 12-12 have the
lowest steric repulsion, but they are 21.65 and 2.82 kcal/
mol, respectively, less stable than the lowest-energy dimer
16-16. Thus one can conclude that the relative stability of
the dimers is determined by the competition between the
electrostatic effects and the steric repulsion.

Figure 5 presents the optimized structure of the most stable
dimer 16-16. Our calculations show that this structure does
not have an imaginary frequency. Table 4 compares some
key geometrical parameters of structure 16-16 with the
experimental results, with the definition of the parameters
given in Figure 5. Calculations predict a slightly shorter
Zr-N bond and a slightly longer N-N bond than the
experiment. The calculated bite angle,RCp′-Zr-Cp′, is very
close to the experimental value. In general, calculated
geometries are in very good agreement with their experi-
mental values.

Conclusions
We have demonstrated that the stability of (Cp′2Zr)2(µ2,η2,η2-
N2), Cp′ ) η5-C5Me4H, depends on competing electronic
and steric factors. Examining all possible isomers of the
(Cp′2Zr)(η2-N2) monomers, we have found a direct relation-
ship between their relative energy and the electrostatic
repulsion between the negatively charged N atoms of the
N2 molecule and the negatively charged CH atoms of the
Cp′ ring that are bound to H. Substitution of the H ligand
by methyl groups significantly changes the charge distribu-
tion in cyclopentadienyl rings and increases the negative
charge of the CH atom and hence the electrostatic repulsion
between the N atoms and the CH atoms. As a result, the H
to CH3 substitution significantly affects the relative stability
of the studied isomers. This observation indicates that it
would not be appropriate to use models where the methyl
groups in cyclopentadienyl rings are treated with methods
that do not account for electronic effects, like Molecular
Mechanics. When two monomer units are combined together
to form a dimer, the significance of steric factors increases
and the minimal-energy structure is determined by a com-
bination of electronic and steric factors.
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Abstract: Proline rich peptide sequences are very important recognition elements that have a

significant bias toward the all-trans-polyproline type II (PII) conformation. Our gas-phase quantum

mechanics calculations at the B3LYP/6-31G* level of theory are in good agreement with previous

experimental and theoretical studies. They show that all-trans-proline conformations are

energetically more favorable than all-cis-polyprolines (PI, polyproline type I). Estimates of the

solvent effects show that the condensed phase can make the PI form more populated in the

correct environment. Our survey of proline oligomers in the Protein Data Bank confirmed that

the predominant conformations from our calculations are seen experimentally. More importantly,

we propose two new secondary structures for polyprolines, namely polyproline type III and type

IV (PIII and PIV). PIII is a right-handed, “square helix” from trans-proline oligomers. PIV is a â-sheet

form of cis-prolines. As suggested by its calculated IR spectra, the PIII form shares characteristics

of both the PI and PII forms: it has trans-amide rotamers similar to PII and forms a right-handed

helix like PI. We propose that the high-energy PIII form could exist as a conformational

intermediate between PI and PII. These new forms also show that the handedness of polyproline

helices depends not only on the peptide rotamers (cis or trans) but also on the values of the ψ
torsions. Changing the ψ torsion from approximately 140° to approximately -30° causes the

trans oligomers to flip from a typical left-handed PII to a right-handed helix. Likewise, as the ψ
torsion of the cis-proline oligomers changes from roughly 165° to -30°, the conformation changes

from a characteristic right-handed PI to a â-sheet.

Introduction
Recognition of proline-rich sequences plays a pivotal role
in protein-protein interaction. The most common conforma-
tion of these sequences is the polyproline type-II (PII) helix,
a left-handed helix consisting oftrans-prolines with three
residues per turn (designated as 31 helix), φ ∼ -75°, and
ψ ∼ 145°. Another well-studied conformation of polyproline
is the polyproline type-I (PI), a right-handed helix withcis-
prolines at 3.3 residues per turn (a 103 helix), φ ∼ -75°,
andψ ∼ 165°. Theφ andψ angles for the PI and PII helices

fall within the allowedâ-strands region on the Ramachandran
plot, due to the unique property of the imino proline linkage.
Peptides adopting the PII conformation have the propensity
to function as recognition elements that bind to proline
recognition domains, such as Src homology (SH3)1, WW
(named after a conserved Trp-Trp motif),2 Enabled/VASP
homology domains (EVH1),3 the Gly-Tyr-Phe (GYF) do-
mains,4,5 and profilin proteins.6,7 Recent findings have
revealed a significant bias toward the PII conformation in
unfolded peptides and thus is a dominant component of the
denatured states of proteins.8-10

Given the importance of proline-rich motifs, a full
understanding of the PII and PI conformations of these species
is highly desirable. A large body of experimental data has
been reported since the crystallization of polyproline II11 and
polyproline I12 four decades ago. However, some experiments

* Corresponding author phone: (336)334-5121; fax: (336)334-
5402; e-mail: h_zhong@uncg.edu. Current address: Center
for Drug Design, Department of Chemistry and Biochemistry,
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provide conflicting results. For example, Chao and Bersohn
observed that in aqueous solutions the proline oligomer+H2-
NPro-(Pro)n-CO2

- predominantly adopted the PII conforma-
tion;13 the conformations of a series of proline oligomers
(tert-butyloxycarbonyl-L-Pron benzyl esters, Boc-(Pro)n-OBn,
n ) 2-6) in chloroform are found to exist in nearly equal
populations ofcis- and trans-proline conformations when
n ) 2, 3, 4 and that they abruptly assume anall-trans, PII

helical structure whenn is greater than 5.14 However, Zhang
and Madalengoitia have found that the1H NMR spectra of
Boc-(Pro)n-OBn (n)2-5) in CDCl3 suggest thetrans-amide
bond is the predominant conformation.15 Using the [Pron+H]+

(n)5-11) model system, Counterman and Clemmer16 dis-
covered that theall-cis, PI helix is favored and the helix
adopted an extended form while the trans adopted a compact
form, contrary to previous studies. The preference of PI helix
in Counterman and Clemmer’s ionized model is attributed
to the N-terminus cation that stabilizes thecis-proline.
However, this type of ionized proline, capable of forming
internal hydrogen bonds, is not found in proteins containing
polyproline oligomers.

Many ab initio quantum mechanics calculations on proline
motifs have been carried out on proline derivatives, such as
N-acetyl-N′-methylprolineamide (Ac-Pro-NHMe),17-20 N-
formyl-L-prolineamide (For-L-Pro-NH2),21 proline dimer
(For-L-Pro-L-Pro-NH2),22 and the neutral form of proline.23,24

These proline monomer/dimer systems are capable of form-
ing an internal hydrogen bond, increasing the percentage of
the cis conformation in both the gas phase and less polar
solvents. Tanaka and Scheraga found that trans conformers
of theL-proline oligomers, Ac-(Pro)n-OMe wheren ) 2-5,
have the lowest energy based on a simplified molecular
mechanics energy function.25 Bour et al. carried out ab initio
calculations using the SV and SV(P) split valence basis sets
on the proline oligomer Ac-(L-Pro)9-NHMe for both the PI
and PII helical conformations and found that the relative
energy of the optimized PII is 3.3 kcal/mol below that of the
PI.26 However, the starting structures for optimizing PI and
PII in Bour’s study were generated from idealized PI and PII

helical structures and therefore failed to consider the influ-
ence of the ring puckering. A statistical survey of nonre-
dundant X-ray protein chains from the 2000 version of PDB
by Vitagliano et al. observed a correlation between proline
puckering and peptide bond conformation.27 Of the 178cis-
proline residues in these structures, 81% adopt a downward
puckered conformation. However, for thetrans-proline
residues, both upward and downward pucker conformations
are observed with equal frequency. A survey of the HOM-
STRAD database for the PII helices revealed that although
PII helices only represent 3% of the residues in the database,
about 60% of the proteins chains contain one or more PII

helices.28 The PII helices in the data set are defined as a set
of sequences that have the characteristicφ andψ torsions.

Here, we present a survey of the Protein Data Bank (PDB)
where we found that proline oligomers are only present in
all trans conformations for (Pro)n (n g 5). The trans
conformation again predominates forn ) 4, except for 3
cases which have acis-proline at the beginning of the
sequence. To understand the preference oftrans-proline in

proteins, we undertook calculations of simple, model polypro-
line oligomers from monomers to hexamers. The conforma-
tional analyses of different proline oligomers, based on ring
puckering and peptide rotamers, are also discussed.

The distribution and conformational behavior of proline
oligomers were examined through a series of ab initio RHF/
6-31G* and B3LYP/6-31G* calculations. Proline hexamers
were constructed using the structures of proline dimers
(Figure 1), which were derived from the conformational scans
of dimers and monomers at the RHF/6-31G* level. Figure 1
shows the cis and trans conformers of theL-proline dimer.
All conformers in the calculations include the peptide rotamer
(cis/trans, as ‘c’ or ‘t’) and pyrrolidine ring puckering (up/
down, as ‘U’ or ‘D’) conformation. The calculations on the
monomer, dimers, and hexamers ofL-proline suggest that
the trans conformation has the lowest energy. This finding
supports our observation in the PDB thattrans-proline is
the dominant conformation in polyprolines. In addition to
revealing the ring puckering effect and the solvation effect
on the PI and PII conformers, we also propose two new
regular secondary structures of polyproline, herein identified
as polyproline type-III (PIII ) and polyproline type-IV (PIV).

Methods
Survey of Proline Oligomers in the PDB.The July 2003
release of the PDB was searched for polyproline sequences.
The classification of oligomers Pron is based on the number
of proline residues in a contiguous sequence. The dihedral
anglesω, φ, ψ, andø1 were measured for all entries where
n g 4 (Figure 1). As shown in Figure 1, theω torsion is
defined as the dihedral among [CRi-Ci-N(i+1)-CR(i+1)]; the
φ torsion as [Ci-N(i+1)-CR(i+1)-C(i+1)]; the ψ torsion as
[N(i)-CR(i)-C(i)-N(i+1)]; and theø1 torsion as [Ni-CRi-Câi-Cγi].
The torsionω defines the proline amide bond as cis (ω )
0°) or trans (ω ) 180°, abbreviated herein as ‘c’ and ‘t’ for
cis and trans, respectively). The torsional anglesφ and ψ
determine the secondary structure of polyproline oligomers.
The torsionø1 describes the pucker conformation of the
proline ring, whereø1 > 0 denotes “endo” or “pucker-down”
andø1 < 0 is “exo” or “pucker-up” (abbreviated as ‘D’ and
‘U’, respectively).

Computational Methods.All ab initio calculations were
carried out using Gaussian98 and Gaussian03.29 In all cases,
the default convergence criteria were used. Systematic
conformational scans were carried out at the RHF/6-31G*
level of theory for the monomers and dimers to characterize
the minima to be used for constructing the hexamers. All
reported minima along the potential energy surface (PES)

Figure 1. The structures of cis- and trans-L-proline dimer.
CR through Cδ are labeled, and the ψ, φ, ω, and ø1 torsions
are noted.
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were subject to full geometry optimizations and were further
confirmed through frequency calculations, which gave no
imaginary frequencies.

Full conformational sampling of eight different dimers (i.e.,
tDtD, tDtU, tUtD, tUtU, cDcD, cUcU, cDcU, and cUcD)
was carried out by scanning theψ torsion for a full 360° at
10° increments. The optimized minima of the dimers were
used to construct the initial conformations of the hexamers;
full geometry optimizations of these hexamers were carried
out without any constraints at RHF/6-31G*. The resulting
RHF/6-31G* minima were used as the starting point for the
B3LYP/6-31G* optimization. For the RHF/6-31G* minimi-
zations, the optimized hexamers were verified through
frequency analysis and were visualized using XChemEdit.30

Frequency calculations for the B3LYP/6-31G* minima were
not possible because of extensive memory requirements, but
the structures were very similar to those obtained with RHF/
6-31G*. Solvent effects were included for the hexamers by
performing single-point energy calculations using self-
consistent reaction field (SCRF) theory with the isodensity
surface polarized continuum model (IPCM) at the RHF/
6-31G* level.31 The SCRF-IPCM calculations were carried
out for solvent dielectric constants of 4.90, 32.63, and 78.39,
corresponding to chloroform, methanol, and water, respec-
tively. A combination of 44 phi points and 22 theta points
(parameters for the radial grid employed in IPCM) was
adopted for the SCRF-IPCM calculations.

Results and Discussion
Distributions of Polyprolines in the Protein Data Bank.
Our survey of the PDB showed that more than 6300 of the
22 119 PDB entries (28.5%) contain at least one proline
dimer in their sequence; 475 entries (2.1%) contain at least
one proline trimer. Some proteins contain nine consecutive
proline residues (e.g., farnesyltransferase32) and 15 consecu-
tive prolines (e.g., profilin7). Downward ring puckers were
seen slightly more often, but both up and down ring puckers
occurred in large numbers. This implies that the two are
nearly equal in free energy with the downward rings being
slightly more favorable. It was interesting that nocis-prolines
were observed in oligomers with five or more consecutive
prolines and only 3 of the 58 tetramers were found to contain
a cis-proline. Thesecis-prolines only occurred at the begin-
ning of the tetramer motifs (Table 1).

Calculations of Proline Monomers.Systematic searching
of the conformational space for theL-proline monomer (Ac-

Pro-OMe) yielded 8 minima, two for each of the four
combinations (i.e., tD, cD, tU, cU) examined. The charac-
teristic torsion angles (φ andψ) and energies are given in
Table 2. The PES for scanningψ (actually, the ester torsion
N-CR-C-OMe) in all four conformers noted above are
provided in the Supporting Information (Figures 1S-2S).
The energy differences among the eight minima are less than
3.00 kcal/mol [with the exception of cU(-30)]. The trans
conformers are energetically more favorable than the cis
monomers. For the same rotamers, the endo (‘D’) conforma-
tion is slightly more favorable in energy than the exo (‘U’).
The global minimum is tD (φ ) -70°, ψ ) 157°). This
finding agrees very well with studies from other groups.18,25,33

Our calculations on the proline monomer agree well with
experimental data showing that the endo conformation is the
most populated conformation in the model molecule H2N-
Pro-COOH in the gas phase.34 Table 2 shows thatφ torsions
for pucker-up conformers are about-60°, while the pucker-
down conformers have aφ torsion around-70°. The
conformers with ester torsions in the range of 150°-170°
are lower in energy than those with ester torsions in the range
of -30° to -20°. The difference in energy and the confor-
mation can be explained by the 1-4 distance between the
two carbonyl carbons. The distance is slightly greater in the
‘D’ conformation, compared to the ‘U’ conformation, to
effectively attenuate the steric hindrance. This observation
was also noted by Vitagliano et al.27 The largerψ torsions
in the cis conformations result from alleviating the steric
interactions between the N-terminal methyl group and the
C-terminal methoxyl group. In the dimer and hexamer
studies, the minima yielded ester torsions between 150°-
170°. Additional minima with different ester torsions were
not pursued.

Calculations for Proline Dimers. The monomer confor-
mations with theψ torsion in the range of 150°-170° are
lower in energy, so they were used to initiate calculations
of the dimers (Ac-Pro-Pro-OMe). The torsional scans for
dimers gave two minima in most cases (Figure 2 and Table
3), one withψ torsions in the range of 130°-170° and the
other with range of-50° to 10°. In the most favorable states,
the range ofψ torsions for the trans dimers is 130°-150°,
while that range for the cis dimers is 160°-170°. Among
the eight low-energy conformers, the trans states are more
energetically favorable than the cis states. The cis dimers
are at least 4 kcal/mol higher in energy than their trans
counterparts. This finding is consistent with studies from

Table 1. Distribution of (Pro)n n ) 4 Conformations (50
Entries), Based on the Proline Amide Bond (t/c) and the
Ring Puckering (D/U)

confor-
mation

no. of
entries

percentage
(%)

confor-
mation

no. of
entries

percentage
(%)

tDtUtUtU 9 15.5 tDtDtUtD 3 5.2
tDtDtDtD 8 13.8 tDtUtDtD 3 5.2
tDtUtDtU 7 12.1 tDtDtUtU 2 3.4
tUtDtUtU 6 10.3 cDtDtUtU 2 3.4
tDtUtUtD 6 10.3 tUtDtUtD 1 1.7
tDtDtDtU 5 8.6 tUtUtDtU 1 1.7
tUtUtUtU 4 6.9 cDtDtUtD 1 1.7

Table 2. Energies and Characteristics of Minima for the
Proline Monomer, Ac-Pro-OMe

conformer characteristicsa φ (°) ψ (°) ∆E (kcal/mol)

1 tD(160) -70.0 157.0 0.00
2 tD(-20) -67.4 -23.5 1.21
3 tU(150) -59.5 148.4 0.97
4 tU(-30) -55.2 -34.3 1.45
5 cD(170) -75.4 171.0 1.74
6 cD(-20) -75.9 -16.5 2.48
7 cU(170) -62.5 167.7 2.83
8 cU(-30) -60.2 -34.5 3.20

a The characteristics note the peptide rotamer, ring pucker, and
ester torsion (ψ for monomers).
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other groups.25 For the same peptide rotamers (‘t’ or ‘c’),
pucker-down conformations are slightly lower in energy than
the pucker-up conformations. The eight lowest-energy con-
formers of the dimers are shown in Figure 3, and the higher-
energy conformers are shown in Figure 4. The eight low-
energy conformers have more favorable steric interactions
between the two pyrrolidine rings. The proximity of both
termini in the cis dimers (Figure 3) causes them to be higher

in energy than the trans dimers. The energetic difference
between cis and trans dimers may explain the absence of
any all-cis-polyprolines (ng4) in the current PDB.

For the low-energy trans dimers, the energy difference
between ring puckers is small (less than 1.30 kcal/mol),
indicating that these conformers would be nearly equally
populated at room temperature. Quan and Wu’s calculations
for two triple helices at HF/6-31G* level suggest that
different puckering modes have very similar energies.35

Because of the closeness in energy between tDtD, tDtU,
tUtD, tUtU (Table 3), it is likely that any combination of
the above four dimers would give rise to an energetically
feasible polyproline oligomer. This hypothesis is consistent
with the proline oligomer distribution in the PDB, where
the five most common tetramer motifs are comprised of these
low-energy dimer moieties (Table 1). For the low-energy
dimers with cis rotamers, the downward puckered conforma-
tion is energetically more favorable than the upward puckered
one. These observations are in good agreement with the
survey by Vitagliano et al.27

For the proline dimers withψ torsions in the range of
130°-150°, trans conformers (1-4 in Table 3) haveφ
torsions between-80° and -60°. Therefore, according to
the definition of PI and PII helices, they adopt a PII helix.
The cis conformers (5-8 in Table 3) possess a PI helix, with
φ torsions in the range of-80° to -55° andψ torsions of
160°-170°. This finding supports the observations by Zhang
and Madelengoitia that dimers can have characteristic values
of φ andψ which correspond to PI and PII helices.15

Conformations 9-11 and 14 in Table 3 show that another
common minimum conformation includesψ near-40°, and
they are several kcal/mol higher in energy than the lowest
global minimum. However, the conformations for tDtD and

Figure 2. PES for various dimers. All energies are relative to the lowest energy point in the scans, tDtD(148). (A): black
square: tUtU; gray diamond: tDtD; (B): gray square: cUcU; black diamond: cDcD; (C): gray triangle: tUtD; black diamond:
tDtU; (D): gray diamond: cUcD; black triangle: cDcU.

Table 3. Energies and Characteristics of the Minima for
the Proline Dimer (Ac-Pro-Pro-OMe)

confor-
mers

charac-
teristicsa

φ1

(°)
ψ
(°)

φ2

(°)
∆E

(kcal/mol)
dipole

(Debye)

1 tDtD(148) -70.0 148.2 -74.5 0.00 2.19
2 tDtU(135) -69.9 135.8 -63.5 0.32 1.29
3 tUtD(135) -60.8 135.7 -78.8 1.02 1.83
4 tUtU(133) -60.6 133.4 -64.3 1.30 1.81
5 cDcD(165) -73.1 165.2 -75.8 4.98 9.11
6 cUcD(161) -57.2 161.4 -78.3 6.09 9.13
7 cDcU(169) -73.3 169.0 -65.7 6.43 9.24
8 cUcU(165) -57.8 165.5 -67.7 7.55 9.35
9 cUcD(-34) -67.4 -34.2 -83.3 8.10 3.27
10 tUtD(-38) -66.5 -38.6 -76.5 8.70 6.43
11 tUtU(-35) -64.9 -35.5 -60.1 9.11 6.71
12 tDtU(4) -89.8 4.0 -55.8 9.17 6.49
13 cDcD(-3) -88.6 -3.2 -79.5 9.39 2.47
14 cDcD(-40) -69.9 -40.5 -82.7 9.64 4.20
15 cDcD(49) -138.6 49.1 -86.2 9.67 3.82
16 cUcU(-12) -75.7 -12.8 -59.3 9.96 2.76
17 cDcU(13) -92.4 13.8 -55.3 10.83 2.51
18 cDcU(56) -140.4 56.1 -77.3 11.90 4.17
19 cUcD(68) 43.8 68.6 -85.8 16.17 5.32
a The characteristics note the peptide rotamer, ring pucker, and ψ

torsion. Ester torsions (N2-CR2-C2-OMe) were between 140° and 175°
for all conformers.
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tDtU at ψ ) -40° lie along a shoulder on the PES (Figure
2A,C). Full optimization of the tDtU conformer gave a
minimum with a ψ torsion of 4.0°. This minimum was
verified by the frequency calculations. Optimization of the
tDtD conformer failed to yield a minimum outside the range
of 130°-170°. A similar situation occurs with cUcU and
cUcD, where cUcD gave rise to a minimum withψ near
70°, while cUcU failed to yield a minimum withψ near 70°
(Figure 2B,D). Interestingly, three energetically close minima
for cDcD and cDcU exist (Figure 2D) withψ torsions in
the range of-60° to 80°. Full optimization and frequency
calculations reveal that five of these six stationary points
yield unique minima. Full optimization of the cDcU con-
formation (ψ ) -40) caused an interconversion to the cDcD
conformer [designated as cDcD(-40)]. A high-energy con-
formation like cDcU(-40) most likely has a very small
barrier to rearrangement to the lower energy cDcD(-40),
and it appears that it is not a stable minimum. Ring inversions
such as this one are not uncommon for prolines. Badoni et
al.36 reported that the barrier for ring inversion from the ‘U’
conformation to the ‘D’ is 2.1 kcal/mol forN-formyl-trans-
proline amide (For-Pro-NH2, a proline monomer) based on
B3LYP/6-31G* calculations. Kang and Park37 also reported
an estimated energy barrier of 2.2 kcal/mol for ring inversion
from the ‘D’ conformation to the ‘U’ conformation for
N-acetyl-L-proline-N′ andN′-dimethylamide (Ac-Pro-NMe2)
at the B3LYP/6-311++G** levels.

The high energy of trans dimers withψ torsions near-40°
and 0° (Figure 4) arises from strong repulsion between the
atoms of the N-terminal pyrrolidine ring and the methylene

group at theδ-position of the second proline residue. For
the cis dimers with similarψ torsions, the high energy is
due to the steric overlap between the first pyrrolidine ring
and the C-terminal ester group and/or the steric interactions
from both termini.

One new and interesting observation from the torsional
scan of the dimers is that the shape of the potential energy
surface seems to be determined by the peptide bond
conformation and ring puckering of the first proline (Figure
2). The PES of tDtU is more similar to tDtD than tUtU.
Similarly, tUtD resembles tUtU, cDcU resembles cDcD, and
cUcD resembles cUcU.

Calculations for Proline Hexamers. The energetic pen-
alty of pushing any dimer conformation away from its most
favorableψ torsion of∼160° is less than 10 kcal/mol (Figure
2) and comparable to the results of Mattice et al.38 Therefore,
we chose to include these higher-energy conformations in
our analyses of polyproline hexamers. The proline hexamers
were constructed using characteristics of the optimized
dimers. We did not pursue conformations of the hexamer
based on conformers 15, 18, or 19 in Table 3; propagating
helixes with theseφ and ψ combinations resulted in
oligomers that collided back upon themselves in an unreal-
istic fashion. It should also be noted that helices based on
the dimer conformers 13 and 14 in Table 3 minimized to
the same conformation (conformation 14 in Table 4). This
resulted in a total of 15 conformations for the hexamers.

Each appropriate conformer of the hexamer was fully
optimized using the RHF/6-31G* levels of theory, and the
resulting minima were further optimized using B3LYP/6-

Figure 3. Low-energy minima of dimers illustrating various rotamers and puckering conformations. Hydrogen atoms are not
shown for clarity. Color codes for atoms: black: C; red: O; blue: N.
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31G* levels. The energy differences derived from the B3LYP
method were smaller than those from the RHF method.
Proline hexamers composed of alltrans-proline units (con-
formers 1-4 in Table 4) were found to have lower energies
in the gas phase than those containing allcis-prolines
(conformers 5-8 in Table 4). These observations are
consistent with the lack ofall-cis-proline oligomers in the
PDB. The trans conformation, tDtD-hex-(148), forms an ideal
left-handed 31 PII helix (Figure 5). Conformers 2-4 in Table
4 (tDtU, tUtD, and tUtU hexamers) show similar left-handed
PII helices, withφ torsions in the range of-75° to -65°
andψ torsions in the range of 125°-152°. These variations
from the ideal structure are energetically accessible and are
seen in the PDB structures. The cis, endo hexamer, cDcD-
hex-(165) shows an ideal, right-handed 103 PI helix (Figure
6). The low-energy structures of the cDcU, cUcD, and cUcU
hexamers (conformers 6-8 in Table 4) show similar right-
handed PI helices. Conformational studies of homologous
â-proline oligomers have been reported, and the handedness

of theâ-proline oligomers is the reverse of theseR-polypro-
lines;trans-R-polyprolines adopt left-handed PII helices, but
theall-trans-â-proline oligomers yield right-handed ones.39

The relative free energy,∆G, for each minimum at the
RHF/6-31G* level was estimated based on the calculated
frequencies of the normal modes (the frequencies were scaled
back by a factor of 0.89).40 The trends in the free energy
mirror those of ∆E. The ∆G values show that trans
conformers are the most favorable and should be the most
populated.

Here, we compare tDtD-hex-(148), our representative
structure of a PII helix to PII structures determined by NMR
(pdb code: 1JVR41) and X-ray crystallography (pdb file:
1F3442). The averageφ andψ torsions in the minimized trans,
endo hexamer are-72.0° and 152.9°, respectively. This is
in good agreement with theφ andψ values from the NMR
structure and the X-ray structures (Table 5). The comparison
of calculated and experimental geometrical parameters for
the trans, exo hexamer tUtU-hex-(133) are listed in Table

Figure 4. High-energy minima of dimers illustrating various rotamers and puckering conformations. Hydrogen atoms are not
shown for clarity. Color codes for atoms: black: C; red: O; blue: N.
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1S. Again, the calculated averageφ torsions are very close
to those determined from the X-ray structure (pdb file:
1CF043). The choice of tDtD-hex-148 and tUtU-hex-(133)
was primarily based on the available NMR and/or X-ray
structures with the same puckering pattern, i.e., trans, endo
(tDtD-hex) and trans, exo (tUtU-hex).

Numerous experiments have shown that in polar solvents
such as water, aliphatic acids, or benzyl alcohol, the cis PI

will rearrange to create the trans PII form.44,45 In contrast,
the trans PII will isomerize to PI in organic solvents such as
propanol or butanol. To probe this, solvation effects were
estimated for the different hexamer conformations in three

Table 4. Energies (in kcal/mol), Free Energies (in kcal/mol), and Conformational Characteristics of the Proline Hexamer
Minima

conformers characteristicsa φ (°)b ψ (°)b ∆E (RHF) ∆G (RHF)c ∆E (B3LYP) handedness

1 tDtD-hex-(148) -72.0 152.9 0 0 2.46 left
2 tDtU-hex-(135) -74.8 125.0 2.33 1.79 0.00 left
3 tUtD-hex-(135) -71.7 125.7 3.06 2.02 1.01 left
4 tUtU-hex-(133) -65.7 126.1 4.31 4.98 1.00 left
5 cDcD-hex-(165) -75.8 163.4 10.31 12.38 7.33 right
6 cUcD-hex-(161) -68.6 163.1 14.06 15.85 10.06 right
7 cDcU-hex-(169) -71.3 164.0 14.18 15.95 10.28 right
8 cUcU-hex-(165) -65.8 164.5 17.88 18.96 13.00 right
9 tUtU-hex-(-35) -66.1 -36.5 27.00 30.25 21.00 right
10 tUtD-hex-(-38) -71.8 -26.1 29.13 31.19 23.62 right
11 tDtU-hex-(4) -71.4 -21.6 29.47 31.64 19.68 right
12 cUcU-hex-(-12) -70.3 -37.7 48.78 52.93 36.08 left
13 cUcD-hex-(-34) -77.7 -30.6 49.75 53.87 37.70 left
14 cDcD-hex-(-3) -91.0 -21.0 51.52 55.69 39.67 left
15 cDcU-hex-(13) -80.1 -23.4 51.75 56.01 39.40 left

a The characteristics note the peptide rotamer, ring pucker, and ψ torsion of the minimized dimers used to build hexamers. b The average φ

and ψ of the hexamers minimized with B3LYP/6-31G*. c The relative free energy, ∆G, was derived from the frequency calculations at the
RHF/6-31G* level. The frequencies were scaled by 0.890, and the calculation was determined for T ) 298.15 K.

Figure 5. Side views and axial views for the low-energy, trans hexamers determined at the RHF/6-31G* level of theory. Hydrogen
atoms are not shown for clarity. Color codes for atoms: black: C; red: O; blue: N.
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different environments (Table 6). The effects were calculated
using the SCRF-IPCM method with increasing dielectrics
for three solvents: chloroform, methanol, and water. A
uniform decrease in∆E between trans and cis low-energy
conformers is observed as the solvent polarity increases.
These trends can be explained by the dielectric better
complementing the larger dipole moments for the cis low-
energy hexamers. However, the IPCM calculations indicate
that for lower-energy hexamers, the cis forms are better
solvated in water and methanol than the corresponding trans
forms (Table 6). This result is somewhat surprising because
trans-proline oligomers are overwhelmingly preferred in
water according to numerous experiments. However, some
research groups point out that (1) the PII content is solvent
dependent and that the population of the PII decreases in such
order, water> methanol> ethanol> 2-propanol,46 and (2)
the stability of the PII structure of proline oligomers is chain-
length dependent. Proline oligopeptides composed of 13 Pro

residues are quite stable in water, while proline hexamers
and tetramers show decreasing stability due to molecular
thermal fluctuation.47

Of course, protic solvents such as water and alcohols do
not behave like simple dielectrics. There are factors other
than the dipole moments that can contribute to the stability
of the polyproline helices in the condensed phase. The ICPM
calculations cannot account for the hydrogen bonding
between the solvents and the polyproline helices. These
effects strongly influence the stability of the helices. The
most important point to the ICPM calculations is the fact
that environmental effects overcome the large energy dif-
ference between PI and PII helices in the gas phase, making
both forms stable in the condensed phase. The condensed
phase also lowers the energy of conformers 9-11 which is
relevant to our discussions of high-energy helices below.

The calculated IR spectrum (Table 2S in Supporting
Information) from the frequency calculations show that all

Figure 6. Side views and axial views for the low-energy, cis hexamers determined at the RHF/6-31G* level of theory. Hydrogen
atoms are not shown for clarity. Color codes for atoms: black: C; red: O; blue: N.

Table 5. Comparison of Calculated Main Chain Torsion Angles (°) from a 31-Helical tDtD-hex-(148) with NMR and X-ray
Data

B3LYP/6-31G* NMR (1JVR) X-ray (1F34)

res ω φ ψ ω φ ψ ω φ ψ

1 176.7 -71.9 147.8 180.0 -75.0 159.3 179.6 -54.3 137.8
2 171.1 -73.4 153.9 180.0 -75.0 164.2 179.9 -64.4 159.4
3 171.1 -72.5 154.1 179.9 -75.0 155.0 179.7 -81.8 148.8
4 170.3 -70.5 153.7 180.0 -75.0 159.3 179.9 -61.1 147.4
5 172.1 -71.6 149.8 180.0 -75.0 171.4 179.8 -50.9 147.1
6 173.5 -72.1 158.1 180.0 -75.1 170.0
7 179.9 -75.1 56.5
av 172.5 -72.0 152.9 180.0 -75.0 161.8 179.8 -62.5 148.1
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calculated hexamers contain absorption bands at 1756 cm-1

which is characteristic of the ester carbonyl CdO stretch
and between 1680 and 1700 cm-1 characteristic of the amide
carbonyl stretch.48 A strong band at 1421 cm-1 was also
observed in all hexamers and has been reported previously

for both PI and PII types of polyprolines.49 Each of the low-
energy, cis hexamers display a characteristic PI absorption
band at 960 cm-1 and have no PII specific bands at between
670 and 400 cm-1.50 This finding suggests that the most
favorable cis hexamers have the properties of PI. Low-energy,
trans hexamers have no band at 960 cm-1 (except tDtD-
hex-148) but have bands at 400 and/or 670-675 cm-1,
indicating the characteristics of PII helices in the most
favorable trans hexamers. The higher-energy conformations
from both the cis and trans hexamers have characteristic
bands at 400 and 960 cm-1. The calculated spectra suggest
that these conformations may have some characteristics of
both PI and PII.

The high-energy, trans hexamers are right-handed helices
with four residues per turn (41), adopting a “square helix”
form with a proline ring at each corner (Figure 7). We refer
to this novel secondary structure fortrans-proline oligomers
as a polyproline type-III conformation (PIII ). The square, PIII
helix is more compact than both the PII (31 helix) and the
classicR-helix (3.6 residues per turn). PIII hasφ torsions near
-70° andψ torsions of approximately-35°. This combina-
tions of φ and ψ angles lie in the allowedR-helix region
(φ ∼ -57° andψ ∼ -47°), in contrast to theφ andψ angles
of PII which are located in theâ-sheet region. The confor-
mational state for proline withψ near-50° has been shown
to be stable both experimentally51 and computationally.38

It is noteworthy that trans oligomers withψ torsions
between 133° and 155° adopt a left-handed PII helix, but

Table 6. Dipole Moment (µ) and SCRF Energies (kcal/
mol) of the Hexamer Minima at the RHF/6-31G* Level in
the Gas Phase, CHCl3, MeOH, and H2O

confor-
mer

charac-
teristicsa

µ
(Debye)

∆E
(gas)

∆E
(CHCl3)

∆E
(MeOH)

∆E
(H2O)

1 tDtD-hex-(148) 4.79 0.00 0.00 0.00 0.00
2 tDtU-hex-(135) 3.04 2.33 2.70 3.28 3.25
3 tUtD-hex-(135) 3.62 3.06 2.23 2.93 2.94
4 tUtU-hex-(133) 5.62 4.31 4.97 5.58 5.49
5 cDcD-hex-(165) 25.59 10.31 2.03 -0.80 -1.32
6 cUcD-hex-(161) 26.20 14.06 5.67 3.69 3.31
7 cDcU-hex-(169) 26.31 14.18 5.73 3.17 2.86
8 cUcU-hex-(165) 26.93 17.88 8.52 5.08 4.53
9 tUtU-hex-(-35) 21.54 27.00 19.38 17.06 16.58
10 tUtD-hex-(-38) 19.32 29.13 24.49 22.98 22.68
11 tDtU-hex-(4) 19.93 29.47 22.71 20.24 19.83
12 cUcU-hex-(-12) 8.49 48.78 46.35 45.71 45.52
13 cUcD-hex-(-34) 7.86 49.75 44.93 44.04 43.48
14 cDcD-hex-(-3) 5.79 51.52 46.44 44.64 44.29
15 cDcU-hex-(13) 5.75 51.75 46.48 42.54 42.14
a The characteristics note the peptide rotamer, ring pucker, and

ψ1 torsion of the minimized dimers, the parents to build hexamers.
The numbers in brackets denote the conformer numbers in the table.

Figure 7. Side views and axial views for the higher-energy, trans hexamers determined at the RHF/6-31G* level of theory.
Hydrogen atoms are not shown for clarity. Color codes for atoms: black: C; red: O; blue: N.
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trans oligomers withψ torsions near-35° give rise to the
right-handed PIII structure. As suggested by the calculated
IR spectra, the PIII form does indeed share characteristics of
both the PI and PII forms: it hastrans-amide rotamers similar
to PII and forms a right-handed helix like PI. The handedness
of the polyprolines depends not only on the peptide rotamers
(cis or trans) but also on the values of theψ torsions. We
propose that the high-energy PIII form could exist as
conformational intermediates between PI and PII. As a
polyproline strand converts from the PI to PII form, it has to
flip the amide rotamers and change handedness of the helix.
Whether the amides flip first or the helix changes handedness
first, the polyproline will have to at least partially adopt a
trans, right-handed form (or a less likely cis left-handed form,
see below). The ICPM calculations show that the condensed
phase lowers the energies of these less favorable, trans states,
making them energetically accessible and more likely than
the high-energy, cis forms.

The UV-Raman spectroscopy of a 21-residue, Ala-based
peptide shows a conversion from anR-helix to a PII

conformation.52 Under compressive strain the polyalanine
R-helix (3.66 residues per turn) was reported to transform
to a π-helix (4.5 residues per turn) which is more compact
thanR-helix.53 Our calculated square, PIII helix is very similar
to the reportedπ-helix of polyalanine. Whether a right-
handed, trans PIII conformation plays a role during the
meltdown of the right-handedR-helix to the left-handed PII
conformation remains unknown. By providing the charac-
teristics of the PIII conformation through calculations, it may
be possible to design experiments to observe that form.

The high-energy, cis hexamers adopt conformations similar
to â-strands with two residues per turn (Figure 8). They tend

to adopt a slight left-handed twist if they deviate away from
the ideal conformation seen for cDcD-hex-(-3). We refer
to this novel secondary structure as polyproline type IV (PIV).
The PIV sheets haveφ torsions in the range of-90° to -70°
andψ torsions in the range of-40° to -20°, lying in the
allowedR-helix region. This is different from the low-energy,
cis form of PI that hasφ andψ torsions in theâ-sheet region
of the Ramachandran plot. PIV structures have relatively low
dipole moments which show little stabilization in the
condensed phase (Table 6). It is unlikely that this form could
be observed experimentally, but it may be useful in under-
standing the conformational behavior of peptides or in the
design of biomaterials with unique properties.

Conclusions
Our calculations provide a basis for understanding the
conformational behavior of polyproline and provide an
explanation for the proline oligomer distribution in the
current PDB. Our calculations show that in the gas phase,
trans-proline PII helices are energetically more favorable than
cis-polyprolines. In the condensed phases, the PI and PII forms
become much closer in energy. The energy difference in ring
puckering is small but slightly biased toward down-pucker-
ing. Both states would be highly populated.

To our knowledge, this is the first report of novel
secondary structures for polyproline, the PIII and PIV forms.
PIII forms a square, right-handed helix, and PIV is a â-sheet
form. This is also the first report of the interconversion
between left- and right-handed forms due solely to changes
in the ψ torsion. Frequency calculations on the PIII and PIV

forms show that they possess the IR bands characteristic of
both PI and PII. It is quite possible that the PIII form is an

Figure 8. Side views and axial views for the higher-energy, cis hexamers determined at the RHF/6-31G* level of theory. Hydrogen
atoms are not shown for clarity. Color codes for atoms: black: C; red: O; blue: N.
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intermediate state in the mutarotation of polyproline from
PII to PI helices. Although PIII and PIV would be less populated
because of their high energy, their existence might aid in
our understanding of the conformational behavior of polypro-
line in protein folding and provide some insight for better
understanding the interconversion between PII and PI helices.
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Abstract: Hartree-Fock, density functional, and MP2 methods are applied to the problem of

designing neutral, bicyclic C3-symmetric cages incorporating interacting anion- and cation-binding

sites which strongly bind NaCl as an ion contact pair. A large number of trial ligands L and their

complexes L:NaCl are tested, with the focus on maximizing binding by (i) optimizing the cavity

size and shape and (ii) varying the nature of the anion- and cation-binding functionalities. The

corresponding complexes L:Cl- and L:Na+ are also studied in some detail. An analysis of their

structures and charge distributions helps to build a consistent picture of the requirements for a

successful NaCl binding. The ‘best’ candidate ligand utilizes a tripodal triether-substituted amine

N(CH2CH2OR-)3 to bind the sodium cation; three thiourea groups in a tripodal arrangement

with a 1,3,5-trisubstituted benzyl spacer group {C6H3(CH2NHCdXNH-)3 X)O,S} to bind

chloride; and a -CH2CH2- spacer linking the two binding sites. A simple Quantitative Structure-
Property analysis suggests that the binding cavity shape and size is near to the optimal one for

this system.

Introduction
One of the emerging fields of interest in supramolecular
chemistry is the recognition of ion pairs.1,2 The key idea
embodied in the design of appropriate multisite receptors is
one of cooperativity, i.e., that the binding of one ion might
facilitate either stronger or more selective binding of the
other. Moreover, because a neutral host ligand incorporating
an ion pair M+X- provides an overall uncharged system,
for biochemical applications the transport properties of such
neutral ditopic binders across lipophillic membranes might
be superior. Sodium ions and chloride ions are the dominant
cationic and anionic species in human interstitial fluid.3

Chloride transport disfunction is associated with a number
of disease states including cystic fibrosis.4 A synthetic host

which which selectively binds chloride and can pass across
cell membranes might therefore have therapeutic possibili-
ties5 or could be used in a chloride assay. A molecule which
binds NaCl selectively and reversibly could also form the
basis of achemical desalination/purification process for
drinking water.

Suitable ditopic receptors might be classified into two
broad categories: (i) those which bind a given pair of ions
at sites remote from each other, such as the calixarene-based
A (see Chart 1) due to Reinhoudt and co-workers6 or (ii)
ion contact pair binders such as the diamide-functionalized
crown etherB (see Chart 1) recently reported by Smith et
al.7,8 The latter binds NaCl, KCl, and various trigonal anion
combinations such as KNO3. Moreover it has been shown
to be capable of transporting the bound ion pair across a
vesicle membrane.7

In a simplistic picture of macrocyclic ditopic receptor
design (see Scheme 1) we can identify five types of
elements: the anion binding sites (AB) and the anion binder
cap; the cation binding sites (CB) and the cation binder cap;
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and the spacer or linker group between them. In general we
might reasonably assume that a long spacer will lead to a
type A system with the anion and cation bound separately
and not as an ion contact pair.

In the design of new ditopic receptors, it seems clear that
modeling and simulation techniques at various levels of
theory have tremendous potential for quantifying the binding
strength of anion and cation sites and the effect of a given
spacer element on X-...M+ interactions and cooperative
binding effects. Yet surprisingly, this is virgin territory in
the quantum chemistry literature. Although a small number
of quantum-chemical studies on anion binders have appeared
in recent years,9-16 to date just one paper has appeared on
ditopic binders: the study of Geerlings et al.17 They presented
dft calculations on charged tin-containing crown ether-based
host species capable of simultaneously binding Na+ or K+

along with SCN- at a remote site, i.e., a typeA ditopic binder
in our simple classification scheme. The aim of this work is
a computational study ofneutral hosts which bind a salt
M+X- as an ion contact pair, to identify potential new ditopic
binders. We also spend some time considering which
quantum chemical technique(s) are most appropriate for this
task. This study focuses on the design of an optimal ligand
for a particular ion pair (NaCl) without considering the
question of selectivity, which will be the topic of a
subsequent paper.

As mentioned above, at least one successful NaCl ditopic
binder of typeB has already been reported.7,8 Although this
bicyclic molecule and its complex with NaCl is small in
terms of supramolecular chemistry, lacking any elements of
symmetry it already represents a major challenge for high-
level computational methods, where it is natural to take a
‘minimalist’ approach with respect to the system size and
to utilize symmetry wherever possible. Initially we spent
some time considering whether a small macrocyclic system
such as the one shown schematically in Scheme 1 would
have the desired properties. Invariably we found that a simple
macrocycle either did not encapsulate the ion pair effectively,

or the ions did not pair at all. This led us to focus onC3-
symmetric bicyclic cryptand-like ligands, illustrated sche-
matically in Scheme 2. This has several advantages: (i) the
extra anion-binding site significantly increases anion binding,
(ii) the bicycle more effectively encloses the ion pair (bound
along theC3 axis) which both reduces the likely role any
solvent molecules would play and improves the likelihood
of a size-selective mechanism, and (iii) the presence of aC3

axis makes the calculations more efficient.

Computational Methods and Procedure
The complexes were initially modeled as L:NaCl with
approximateC3 symmetry using the MM3+ force field in
Macromodel.18 Low-level quantum mechanical (HF/3-21G)
geometry optimizations were then performed inC1 symmetry,
followed by harmonic frequency analyses to check for
stability. Complexes which either distorted fromC3 symmetry
or gave one or more imaginary frequencies were rejected at
this stage. The “successful” complexes were then precisely
symmetrized, and subsequent geometry optimization was
performed at the HF/6-31+G* and BHandH/6-31+G* levels
of theory (the latter choice of density functional is rational-
ized later in the Results section). Gas-phase binding energies
were calculated incorportating HF/3-21G harmonic thermal
energy corrections (at 298 K) with the vibrational energy
component scaled by 0.89.19 All calculations assumed singlet
electronic ground states. Gaussian 03 was used for all
quantum chemical calculations.20

To measure the binding energies of a given L there are
two clear choices: (i) binding energy relative to the separated
ions, which we will call BE(L:Na+Cl-), represented by the
reaction

and (ii)binding energy relative to molecular NaCl, which we
will denote as BE(L:NaCl), represented by

In fact it does not much matter which one we use since they
are related by a constant, which is (more or less) the energy
required to form a gas-phase NaCl molecule from the
separated ions: BE(L:Na+Cl-) ) BE(L:NaCl) + Do(NaCl).

For a given L, we can also measure its ability to separately
bind Na+ or Cl-, i.e., the anion and cation affinities:

Chart 1

Scheme 1

Scheme 2

L + Na+ + Cl-98
BE(L:Na+Cl-)

L : NaCl (1)

L + NaCl98
BE(L:Na+Cl-)

L : NaCl (2)

L + Na+98
BE(L:Na+)

L : Na+ (3)

L + Cl-98
BE(L:Cl-)

L : Cl- (4)
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These binding energies are also of interest because (i) in
solution all possible complexes L:NaCl(aq), L:Na+(aq), and
L:Cl-(aq) would exist in equilibrium and (ii) knowing the
magnitude of separate anion and cation affinities might help
us to understand or interpret trends in the L:NaCl ion pair
binding energies. Hence three gas-phase binding energies
(BEs) were subsequently computed for each L, requiring
several additional calculations for each compound, including
the “empty” ligand L and its complexes with Na+ and Cl-

at HF/3-21G, HF/6-31+G*, and BHandH/6-31+G* levels
of theory. Note that all gas-phase binding energies reported
can be trivially converted to gas-phase binding enthalpies
∆H by adding an extraRT correction term (fromP∆V )
∆nRTwith ∆n)1) ≈ 2.5 kJ/mol at 298 K.

Results
We begin by analyzing the structure and binding of a few
model systems for which MP2 calculations are feasible, to
establish whether HF theory or DFT would be most ap-
propriate for these systems.

NaCl. Modeling NaCl tells us how a particular level of
theory deals with the key X-...M+ interaction. Gas-phase
structural data on the1Σ+ ground state of NaCl are known
from vibronic spectroscopy.21 The calculations presented in
Table 1 at four levels of theory shows that all of these (lower-
level) methods considerably overestimate the binding energy
of the molecule. BHandH and MP2 give the best bond length
and vibrational frequency predictions (i.e. closest to experi-
ment).

Complexes ofN,N′-Dimethylurea (1a) and N,N′-Dim-
ethylthiourea (1b) with Cl-. As a model for one of the
anion-binding moieties we use the symmetrically substituted
moleculeN,N′-dimethylurea1a and its thio-counterpart1b
(Figure 1a,b). There appear to be no previous reports of
calculations on these species (Frontera et al. have reported
the MP2/6-311+G** structure and gas-phase binding energy
for the urea:Cl- complex14,22). There are various subtleties
associated with the conformations of gas-phase urea and
thiourea;23,24 vibrational spectroscopy verifiesC2 symmetry
for the lowest-energy conformations, but calculations give
results which are strongly level and basis-set dependent. We
find similar effects for the complexes of1aand1b and their
complexes with Cl-. 1a is most stable in (nonplanar)C2

symmetry at the HF/6-31+G* and BHandH/6-31+G* levels
of theory. B3LYP/6-31+G* finds that1a is also stableCs

symmetry (unlike the other levels of theory). The urea
complex1a:Cl- (Table 2) is most stable inCs symmetry for
all levels of theory used with the exception of BHandH/6-

31+G*, which prefersC2V symmetry. The thiourea complex
1b:Cl- is most stable inC2V symmetry forall levels of theory
(Table 3).

It can be seen from the data in Tables 2 and 3 that HF/
6-31+G* markedly underestimates the binding energies of
1a:Cl- and 1b:Cl- and also gives much longer N-H...Cl
contact distances. The B3LYP/6-31+G* and BhandH/6-
31+G* binding energies are lower and higher than the MP2
result by approximately the same amount, but the BhandH

Table 1. Ground-State Spectroscopic Data for 23Na35Cl

re

(Å)
ωe

(cm-1)
D0

(kJ/mol)a

MP2/6-311+G* 2.382 367 547.7
HF/6-31+G* 2.406 351 531.2
B3LYP/6-31+G* 2.391 349 545.5
BHandH/6-31+G* 2.347 371 562.5
experiment21 2.361 365 407.2
a HF/3-21G zero-point energy scaled by 0.8918 used for all

calculated values.

Figure 1. MP2-optimized geometries of model anion-bound
and cation-bound complexes: (a) MP2/6-311+G** optimized
Cl-:dimethylurea complex (Cs), two perpendicular views; (b)
MP2/6-311+G** optimized Cl-:dimethylthiourea complex (Cs),
two perpendicular views; (c) MP2/6-31+G* optimized H(CH2-
CH2OMe)3:Na+ complex (C3).

Table 2. Properties of the N,N′-Dimethylurea...Cl-

Complex

r(H‚‚‚Cl-)
(Å)

N-H‚‚‚Cl-

(deg)
BE

(kJ/mol)a

MP2/6-311+G** (Cs) 2.241 159.5 110.1
HF/6-31+G* (Cs) 2.486 158.9 83.8
B3LYP/6-31+G* (Cs) 2.339 158.7 96.6
BHandH/6-31+G* (C2v) 2.224 158.0 123.4

a Gas-phase binding energy including HF/3-21G thermal energies
with the vibrational component scaled by 0.89.21

Table 3. Properties of the N,N′-Dimethylthiourea...Cl-

Complex

r(H‚‚‚Cl-)
(Å)

N-H‚‚‚Cl-

(deg)
BE

(kJ/mol)a

MP2/6-311+G**(C2v) 2.191 158.9 131.1
HF/6-31+G*(C2v) 2.414 160.4 109.8
B3LYP/6-31+G* (C2v) 2.282 159.3 119.9
BHandH/6-31+G* (C2v) 2.177 158.2 148.3

a Gas-phase binding energy including HF/3-21G thermal energies
with the vibrational component sacled by 0.89.21
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optimized geometries are much closer to MP2 than the
B3LYP results.

Complex of the Tripodal Podand HC-(CH2CH2-O-
Me)3 with Na+. There have been a number of published
studies of binding of alkali metal cations with e.g. crown
ethers at the HF and MP2 levels of theory.25 These have
established that HF and MP2 give similar results for these
systems, i.e., HF is a good model for cationic complexes of
alkali metal ions. As a model for the common cation-binding
moiety which is present in most of our ligands, we use the
podand complex HC(CH2CH2OMe)3:Na+ (Figure 1c). In
common with the previous studies of crown ether binding,
the data in Table 2 show that HF provides a good ap-
proximation for both the geometry and binding energy of
this type of complex; B3LYP is marginally poorer but still
fairly close to the MP2 results. However, in this case
BHandH overbinds the complex (compared to MP2) by 37
kJ/mol and correspondingly gives O...Na+ contact distances
which are some 0.12 Å too short.

In summary: although the BHandH functional seems to
be the best choice for the anion...cation interactionand the
Cl-...urea/thiourea interaction, it is actually further from the
MP2 binding energy or geometry than HFor B3LYP for
the Na+...ether interactions. Consequently in what follows,
we present a full set of results at both HF/6-31+G* and
BhandH/6-31+G* levels of theory. As a rule of thumb, we
suggest that the BHandH data provide the most reliable
geometries, but the “true” gas phase binding energy is
bracketed by the HF and BHandH results (since these seem
to consistently underestimate and overestimate binding
compared to MP2, respectively).

Ditopic Salt Binders L and Their Complexes L:NaCl.
A number of plausible ligands L (32 of them) were
constructed, and their complexes L:NaCl were initially
optimized at the HF/3-21G level. In general, two versions
of each ligand have been considered, differing only by the
substitution of sulfur for oxygen in the carbonyl of the amide
groups of the anion-binding moiety. All of the ligands
reported here contain alkyl group spacers; some of the early
ligands employed benzyl spacers to make the cavity more
rigid, but this tended to reduce the binding and/or distort
the complex fromC3 symmetry. The structures of the ligands
are summarized in Table 5; key geometrical details and
binding energies are summarized in Tables 6 and 7,
respectively. In the following discussion, we will focus on
the DFT (BHandH) results (we note that the HF/6-31+G*
equivalent to Table 6 is supplied as Supporting Information,
Table 6S). The “raw” electronic and thermal energy data on
which the quantities in Tables 1-7 are based are also
provided as Supporting Information (Tables 1S-5S). The
BhandH/6-31+G* geometry-optimized coordinates of all
species are also provided in the Supporting Information
(Tables 7S-62S).

The first pair of complexes to be stable and show the
desired properties were1:NaCl and2:NaCl (Figure 2a,b),
which employ a single-CONH- or -CSNH- amide/
thioamide anion binding group and-CH2-CH2-CH2-
spacer in each arm of the ligand. NaCl is clearly bound as
a contact ion pair with a bond lengthr(Na-Cl) ≈ 2.37 Å,
almost identical to the gas-phase NaCl molecule at the same
level of theory (Table 1). The NaCl binding energy of this
ligand is 80 kJ/mol for the triamide1 and 116 kJ/mol for
the trithioamide2. Both HF and DFT levels of theory predict
stronger binding for the thioamide ligand, and this turns out
to be a consistent feature for all the successful pairs of amide/
thioamide ligands. The H-bonding geometry of this ligand
seems to be particularly favorable, with slightly shorter and
more linear N-H...Cl contacts in2:NaCl, consistent with
its higher binding energy. However, the acute C-O-Na+

angles (83°-84°) at the cation-binding pocket of both ligands
suggest a strained geometry this part of the ligand (this is
30° lower than the equivalent angles in the podand complex,

Table 4. Properties of the Complex H(CH2CH2OMe)3:Na+

r(O‚‚‚Na+)
(Å)

C-O‚‚‚Na+

(deg)
BE

(kJ/mol)a

MP2/6-31+G* (C3) 2.339 116.5 224.5
HF/6-31+G* (C3) 2.291 118.2 219.6
B3LYP/6-31+G* (C3) 2.283 117.3 227.4
BHandH/6-31+G* (C3) 2.213 115.8 262.7

a Gas-phase binding energy including HF/3-21G thermal energies
with the vibrational component scaled by 0.89.21

Table 5. Composition of the Various Ditopic Binders

anion
binder cap

anion-binding
moiety spacer

cation-binding
moiety

cation
binder cap

1 HCR3 -CH2CONH- -CH2CH2CH2- -OCH2CH2- R3CH
2 HCR3 -CH2CSNH- -CH2CH2CH2- -OCH2CH2- R3CH
3 HCR3 -NHCONH- -CH2CH2CH2- -OCH2CH2- R3CH
4 HCR3 -CH2NHCONH- -CH2CH2- -OCH2CH2- R3CH
5 BzR3 -CH2NHCONH- -CH2CH2- -OCH2CH2- R3CH
6 BzR3 -CH2NHCSNH- -CH2CH2- -OCH2CH2- R3CH
7 BzR3 -CH2CH2NHCSNH- -CH2CH2- -OCH2CH2- R3CH
8 BzR3 -CH2CH2NHCONH- -CH2CH2- -OCH2CH2- R3CH
9 H3C-NHCONH- -CH2CH2- -OCH2CH2- R3CH
10 H3C-NHCSNH- -CH2CH2- -OCH2CH2- R3CH
11 TACNa -CH2NHCSNH- -CH2CH2- -OCH2CH2- R3CH
12 TACNa -CH2NHCONH- -CH2CH2- -OCH2CH2- R3CH
13 BzR3 -CH2NHCSNH- -CH2CH2- -OCH2CH2- R3N
14 BzR3 -CH2NHCONH- -CH2CH2- -OCH2CH2- R3N

a 1,4,9-Triazacyclononane.
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see Table 3). This suggests that the ligand cavity is too small;
higher NaCl binding energies could be achieved if the sodium
ion can relax further toward the center of the cavity.

It was reasoned that switching the anion-binding moiety
to a urea/thiourea fragment ought to increase binding at the
anion-binding end of L. A simultaneous reduction of the
length of the spacer-CH2-CH2-CH2- should also have
the effect of “pulling” the sodium ion toward the cavity
center. These ideas were first tested in complexes3:NaCl
and4:NaCl (Figure 2c,d). In3:NaCl which retains the longer
(propyl) spacer, the urea groups are evidently too distant from
the chloride anion to bind. Instead the Cl- ion remains in
close contact with Na+, r(Na-Cl) ≈ 2.38 Å. However the
strain at the cation binding pocket is partly removed, as the
C-O-Na+ angles increases to 92°. In 4:NaCl, removing one
methylene group from each spacer and reinserting it between
the urea groups and the R3CH cap does facilitate N-H...Cl-

hydrogen bond formation for the half of the urea fragments;
but the other remaining urea N-H bonds are still too far
from Cl- to engage in hydrogen bonding, and the C-O-
Na+ angles are once again acute at≈83°. The NaCl binding
energies of 66 and 27 kJ/mol for3:NaCl and 4:NaCl,
respectively, are very low, and the fact that3 binds more
strongly than4 despite the presence of weak N-H...Cl
hydrogen bonds in the latter suggests that the partial removal

of strain in the cation pocket of3:NaCl was energetically a
more important consideration.

One of the striking features of complexes3:NaCl and
4:NaCl is that the N-H bonds of the urea moieties point
away from the center of the cavity. This led us to conclude
that the HC(CH2)3 anion binder cap is too small to permit
effective urea...Cl- binding. Several possible alternative cap
functional groups with potentialC3 symmetry were explored
at this point, including cyclohexyl and triazacyclohexyl
groups, but the HF/3-21G optimized structures were strongly
distorted fromC3 and furthermore did not improve the anion
binding. The benzyl and triazacyclononyl groups were much
more successful, and these are discussed below.

In complexes5:NaCl and6:NaCl (Figure 2e,f) the urea/
thiourea anion-binding moieties are bonded to a 1,3,5-
trisubstituted benzyl spacer, C6H3(CH2)3. It is immediately
apparent that this has the effect of opening up the anion
binding end of the cavity to the extent that six N-H...Cl-

hydrogen bonds are formed in both amide and thioamide
versions of the ligand. The geometry at the Na+ cation has
also become much more favorable for optimal binding, with
C-O-Na+ angles of 108° (105° in the trithiourea ligand).
Despite the presumably much stronger binding of Cl-, the
NaCl moiety remains as an ion contact pair with bond length
r(Na-Cl) ≈ 2.4 Å. The overall NaCl binding energies of

Table 6. BHandH/6-31+G* Geometry-Optimized Data for the Complexes L:NaCl

r(H‚‚‚Cl-) (Å) N-H‚‚‚Cl- (deg) r(O‚‚‚Na+) (Å) r(Na‚‚‚Cl) (Å) C-O‚‚‚Na+ (deg) q(Na+) (au)a q(Cl-) (au)a

1 2.177 143.1 2.255 2.368 82.8 +0.315 -0.959
2 2.124 146.2 2.239 2.374 83.8 +0.399 -1.007
3 3.228, 3.363 83.3, 73.1 2.211 2.383 91.2 +0.473 -0.686
4 2.591, 3.018 97.8, 88.1 2.275 2.325 82.4 +0.310 -1.076
5 2.465, 2.429 141.2, 136.0 2.155 2.393 107.6 +0.299 -0.605
6 2.461, 2.242 144.1, 151.2 2.152 2.401 104.6 +0.392 -0.616
7 2.445, 2.285 150.3, 159.0 2.166 2.453 112.8 +0.569 -0.643
8 2.401, 2.364 152.2, 157.3 2.179 2.476 112.8 +0.333 -0.588
9 2.367, 2.376 146.7, 147.8 2.226 3.448 124.2 +1.588 -0.681
10 2.314, 2.353 148.6, 150.6 2.237 3.134 121.7 +0.214 -0.642
11 2.533, 2.194 129.0, 142.0 2.156 2.391 107.6 +0.451 -0.697
12 2.525, 2.202 132.1, 145.7 2.147 2.384 107.8 +0.400 -0.671
13 2.235, 2.319 162.1, 157.5 2.279 2.527 106.4 +0.462 -0.787
14 2.253, 2.403 152.6, 161.8 2.276 2.523 107.5 +0.332 -0.726

a Mulliken charges.

Table 7. Binding Energies of Various Complexes at Different Levels of Theory (kJ/mol)

HF/3-21Ga HF/6-31+G*a BHandH/6-31+G*a

L:NaCl L:Na+ L:Cl- L:NaCl L:Na+ L:Cl- L:NaCl L:Na+ L:Cl-

1 121.9 370.7 118.5 -18.8 171.9 91.0 77.8 228.9 180.8
2 185.1 326.7 211.5 13.6 135.2 147.2 116.0 195.4 236.7
3 135.8 414.9 45.3 -31.9 205.1 6.6 66.1 253.5 92.3
4 53.3 480.6 13.1 -83.9 308.0 30.8 26.8 375.9 116.4
5 256.1 565.2 204.0 98.4 362.2 171.3 199.8 418.5 264.4
6 281.9 444.9 274.8 114.2 308.6 207.9 214.7 364.9 294.8
7 330.0 463.9 260.0 172.0 309.0 191.1 271.1 390.3 293.5
8 314.0 397.0 212.2 165.0 255.8 171.0 269.9 311.2 272.6
9 387.6 435.2 199.3 208.5 294.6 187.5 285.5 328.3 218.0
10 404.3 466.0 291.6 214.2 297.0 229.2 338.4 407.2 296.9
11 257.8 433.6 216.6 83.2 238.9 154.8 185.6 361.9 247.5
12 189.4 420.0 115.7 70.5 259.2 125.7 126.1 309.8 176.1
13 365.9 494.2 232.5 206.0 326.5 165.0 320.6 456.5 277.5
14 368.9 503.4 207.1 215.7 311.9 172.0 327.4 416.4 268.2

a Gas-phase binding energy including HF/3-21G thermal energies with the vibrational component scaled by 0.89.21
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200 kJ/mol (215 kJ/mol for the trithiourea ligand) show a
substantial improvement over the previous candidate ligands.
Thus it appears that this is already an excellent candidate
for a ditopic NaCl binding ligand. We note however that
the hydrogen bonding geometry at Cl- could still bear some
optimization: the H...Cl- distances in the triurea ligand are
quite long at≈2.45 Å (much more asymmetric in the tri-
thiourea with 2.46 Å and 2.24 Å), and the N-H...Cl- angles
are still generally below 150°. Careful inspection of Figure
2e,f also shows that the benzyl caps appear to be in slightly
strained (nonplanar) geometries which probably decrease the
effective NaCl binding energies of the complexes.

In 7:NaCl and8:NaCl the effect of further expanding the
cavity at the anion-binding pocket has been explored by
including an extra methylene spacer in the anion binding
cap, which is now C6H3(CH2CH2)3. The details of the
hydrogen bonding geometries in Table 6 for both the urea
and thiourea complexes show that this has been effective:
the H-bonds are shorter in the trisurea case (although not
much different to 6:NaCl for the tristhiourea complex
7:NaCl); but all N-H...Cl- angles are now above 150° (i.e.
more linear) in both complexes. The benzyl fragments are
now quite planar. The C-O-Na+ angles of≈113° are very
close to the value of≈116° found for the podand complex
H(CH2CH2OMe)3:Na+, which suggests that ligands7 and8
have a a close-to-ideal geometry for the Na+ binding pocket.
A substantial increase in overall NaCl binding energy is again
seen, and this time the urea and thiourea complexes give
almost identical binding (≈270 kJ/mol).

The complexes9:NaCl and10:NaCl represent our only
departures from a closed bicyclic cage designshere we have
explored the effect of an open-ended anion-binding moiety,
i.e., a podand instead of a cryptand. Examining the geometry-
optimized structures (Figure 2i,j) it is immediately evident
that these complexes are qualitatively different to all the
others: ther(Na-Cl) separation has stretched well beyond
the gas-phase value of Å, reaching 3.45 Å in the carbonyl
complex. Another feature unique to this pair of complexes
is that the sodium cation isη6-coordinated, with the nitrogens
of adjacent urea/thiourea groups acting as electron donors.
This fundamental change in cation coordination results in
Mulliken charges which are quite out of line with the 0.3-
0.6 range seen in all other complexes: an extremely high
q(Na+) ) +1.59 for 9:NaCl and paradoxically the lowest
value seen,q(Na+) ) +0.24 for10:NaCl. In short, the effect
of opening the cavity at the anion-binding end has produced
a ditopic binder in which the Na+ and Cl- ions are no longer
a contact pair, due to the moreover, this effect is accompanied
by a substantial increases in overall binding energy (288 and
338 kJ/mol). We note however that the anion in these open-
ended complexes would not be effectively shielded from
solvent molecules, so it is questionable whether this excep-
tionally high binding energy would actually be achieved in
the aqueous phase.

In 11:NaCl and 12:NaCl the effect of replacing the
trisubstituted benzyl spacer with a N,N′,N′′-functionalized
triazacyclononane is explored. This is a common ligand in
coordination chemistry.26 We consider it here on the basis
of its potentialC3 symmetry as a design element in these

Figure 2. BHandH/6-31+G* geometry-optimized structures
of the L:NaCl complexes (L ) hosts 1-14 as described in
the main text).
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ligands, and because of its well-known utility in supramo-
lecular design. It was found that, although the complexes
11:NaCl and12:NaCl were stable inC3, the free ligands
distorted considerably toC1. (For the 14 ligands reported in
this paper,11and12are the only cases where thefreeligands
are notC3-symmetric.) In the complexes with NaCl, the
introduction of the TACN functionality has an adverse effect
on the hydrogen bonding geometry, with less linear and
generally longer hydrogen bonds than those of the previously
discussed complexes. The much lower binding energies of
186 kJ/mol (trithioamide) and 126 kJ/mol (triamide) presum-
ably reflect this poorer H-bonding geometry.

In 13:NaCl and14:NaCl the effect of adding an additional
coordination site for the sodium cation is explored, by simply
replacing the axial CH of the cation binding caps of7 and
8 with a nitrogen heteroatom. It might also be argued that
such ligands are easier to synthesize than some of the
preceding ones, using e.g. triethanolamine as a starting
material. The optimized structures (Figure 2m,n) demonstrate
that the sodium ion is indeedη4-coordinated, and the
complexes retainC3 symmetry. Although the Na...Cl contact
distances are slightly longer in these complexes,r(Na-Cl)
≈ 2.53 Å, the anion binding is not at all adversely affected;
in fact the N-H...Cl- H-bonds are some of the shortest and
are closer to being linear than any of the other the complexes
reported here. The NaCl binding energies for this pair of
ligands are very similar and are the largest obtained for any
of the ligandsexceptfor the podand complex10:NaCl.

The Complexes L:Na+. The η6-coordination Na+ mode
which was found only in the two podand ditopic complexes
9:NaCl and 10:NaCl is in fact seen in a number of the
complexes of these ligands with just a sodium cation (4:

Na+, 5:Na+, 7:Na+, 9:Na+, 10:Na+, 11:Na+, and12:Na+).
Two representative examples4:Na+ and 5:Na+ are shown
in Figure 3a,b. Figure 3a depicts the first type of coordina-
tion, involving the three ether oxygens and three nitrogen
atoms of the urea groups; this occurs in4:Na+, 9:Na+, 10:
Na+, 11:Na+, and12:Na+. Figure 3b depicts a second type
of coordination seen in two cases (5:Na+ and7:Na+) where
carbonyl(thiocarbonyl) oxygens(sulfurs) are acting as ad-
ditional donors. Where it occurs, the switch fromη3- to η6-
coordination is unsurprisingly accompanied by an increase
in L:Na+ binding energy (for example, the 376 kJ/mol
binding energy of4:Na+ is much higher than the 254 kJ/
mol value forη3-coordinated3:Na+), and this explains most
trends seen in Table 5. Complexes13:Na+ and 14:Na+

actually haveη7-coordination at Na+ due to the extra capping
nitrogen heteroatom (see the example in Figure 3c). Another
feature which also enhances the stability of several complexes
(4:Na+, 9:Na+, 10:Na+, 12:Na+, and13:Na+) is the formation
of intramolecular N-H...O or N-H...S hydrogen bonds: the
example (two examples are shown in Figure 3d,e). We note
that, in general, the best ditopic NaCl binders also happen
to be the best binders for Na+ alone, based on these gas-
phase binding energy considerations.

The Complexes L:Cl-. The full H-bonding geometrical
data for these complexes are reported in Table 7S. Although
1:Cl- and2:Cl- only form three N-H...Cl H-bonds, these
bonds are quite linear and short (see Figure 3a), hence the
chloride binding energies of 181 and 236 kJ/mol (the latter
for the thiourea species) are fairly high. The complex3:Cl-

is the ‘odd one out’ because N-H...Cl hydrogen bonds do
not form at all due to competing N-H...O(carbonyl)
hydrogen bonding interactions (see Figure 3b), so unsur-
prisingly its chloride binding energy is the lowest. Of the
remaining complexes,5:Cl-, 6:Cl-, 7:Cl-, 8:Cl-, 11:Cl-, 12:
Cl-, 13:Cl-, and 14:Cl- are all fairly similar in that they
contain three pairs of N-H...Cl H-bonds with geometries
ranging from N-H...Cl ) 124° - 165° andr(H...Cl) ranging
from 2.21 Å to 2.51 Å. So although the “ideal” H-bonding
distance of 2.17 Å (from theN,N-dimethylthiourea:Cl-

complex) is never quite attained for these various bicyclic
ligands, several have N-H...Cl- angles higher than the 158°
obtained forN,N-dimethylthiourea:Cl-. The thiourea versions
of these ligands have consistently higher chloride binding
energies than their urea-based equivalents, the strongest
complex being found for6:Cl- (shown in Figure 3c). The
two remaining (podand) complexes9:Cl- and 10:Cl- also
bind chloride strongly (in fact10:Cl- has an almost identical
binding energy to6:Cl-, see Figure 4), but both have strongly
distorted toC1 symmetry (see Figure 3d).

Discussion - Quantitative
Structure -Property Relationships
The parameters listed in Table 6 have been used to construct
various quantitative structure-property relationships using
least-squares models of the BHandH/6-31+G* binding
energies for the complexes L:NaCl. After some experimenta-
tion we found that the most efficient linear model of the
binding energy is a three-parameter model involving one
distancer(O‚‚‚Na+), which we will denote asd, and two

Figure 3. BHandH/6-31+G* geometry-optimized structures
of selected complexes L:Na+, illustrating the different modes
of coordination obtained.
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angles: N-H‚‚‚Cl- and C-O...Na+, which will be denoted
asθ andω, respectively

where the distanced is in Å and the angles are in degrees.
This model delivers anR2 value of 0.91 and an rms error on
the predicted binding energy of 36.2 kJ/mol for all 14 data.
The remaining parameters, including ther(Na‚‚‚Cl) separa-
tion and the partial (Mulliken) charges{q(Na+), q(Cl-)} do
not appear to play an important role in determining the
binding energy and are also strongly linearly correlated with
the three parameters in (5).

Although eq 5 provides a rough estimate of the ion pair
binding energy for a given structure, the coefficients in this
linear model have no physical significance. We hypothesize
that there is someoptimalcavity size and shape which will
lead to the highest possible ion pair binding energy. This
must be strictly true if1-14 all contained an identical
arrangement of binding heteroatoms but differed only in the
size and shape of the binding pocket. This is not strictly the
case for our molecules, for several reasons: (i) some
molecules contain ureas while others contain thioureas; (ii)
1 and 2 have amide/thioamide groups instead of ureas or
thioureas; and (iii)11 and 12 have an additional capping
nitrogen atom which also plays a role in cation binding. We
can nevertheless explore this hypothesis by attempting to fit
the simplest nonlinear model to the ion pair binding energies
which is consistent with the notion of an optimal cavity size/
shape. So we choose the same three structural parameters
which were indicated to be most important from the linear
model and rewrite the binding energy in quadratic form

where BEmax represents the maximum achievable binding
energy;{k1, k2, k3} are pseudoforce constants; and{θ0, d0,

ω0} represent “optimal” values of these three structural
parameters. Although there are seven parameters in this
model, using Mathematica528 we find that it is possible to
obtain a stable fit of eq 6 to our 14 ion pair binding energies:

Equation 7 approximates the exact BhandH/6-31+G* ion
pair binding energies with an rms error of 21 kJ/mol;
moreover, the fitted parameters have a direct physical
interpretation. The suggested optimal values are revealing.
The r(O...Na+) distance of≈2.27 Å is attained in two of
our complexes (13:NaCl and14:NaCl), but in most of them
it is significantly shorter. The optimal C-O...Na+ angle is
almost identical to the value obtained for HC(CH2CH2OMe)3:
Na+ at the same level of theory; this angle is several degrees
lower in all but two of our complexes (9:NaCl and10:NaCl).
Finally, the optimal N-H...Cl- angle is suggested to be as
close to 180° as possible. These observations taken together
suggest that it would be beneficial to further increase the
size of the NaCl binding pocket. However, because the fitted
value of BEmax is only 15 kJ/mol higher than our best value
(for 10:NaCl), the increase in binding energy following this
modification would probably be limited.

We also considered linear models of the L:Cl- binding
energy. (We did not attempt to model the L:Na+ binding
energy because of the considerable variation in binding
modes seen across the 14 compounds). For the L:Cl-

complexes, linear models do not appear to be very useful,
the best (two-parameter) model involvingr(H...Cl) and
N-H...Cl delivers onlyR2 ) 0.797 and an rms error of 32.4
kJ/mol for all 14 data.

Conclusions
The preliminary studies of model anion and cation binding
systems showed that ditopic binders are challenging systems
for quantum chemical calculations. Density functional meth-
ods are currently the only way forward for systems of this
size, if electron correlation effects are to be taken into
account, but choosing a density functional which accounts
for both anion-binding and cation-binding interactions
with similar accuracy is problematic. Nevertheless, we
believe that this study has led to a number of important
conclusions regarding the design of potential ditopic salt
binding ligands.

(i) It certainly is possible to design cryptand-like,C3-
symmetric cages with adjacent anion and cation binding sites
leading to very strong ion pair binding (binding energies in
excess of 300 kJ/mol relative to free NaCl). A systematic
design process using quantum chemical methods has pro-
vided several excellent candidate host molecules. An ethyl
spacer between anion- and cation-binding pockets was found
to be optimal for maximizing the anion-cation interaction.
The introduction of arigid anion binder cap in the form of
a 1,3,5-trisubstituted benzene proved to be essential in
providing the correct spacing for the ureas/thioureas to bind
effectively to the chloride.

Figure 4. BHandH/6-31+G* geometry-optimized structures
of selected complexes L:Cl-, illustrating the different modes
of coordination obtained.

BE(θ, d, ω) ≈ -2015.1+ 1.636θ + 632.41d +
5.699ω kJ/mol (5)

BE(θ, d, ω) ≈ BEmax - k1(θ - θ0)
2 -

k2 (d - d0)
2 - k3 (ω - ω0)

2 (6)

BE ≈ 353.24- 0.011 (θ -179.6)2 -
9553.5 (d -2.268)2 - 0.219 (ω -116.1)2 kJ/mol (7)
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(ii) Thioamides and thiourea are generally better ligands
for Cl- binding than the equivalent amide and urea ligands,
which up to this point have been preferred synthetically. This
is probably linked to our observation that Cl-:dimethylthiourea
complexes seem to prefer a more coplanar geometry than
the analogous Cl-:dimethylurea complexes (i.e. this facili-
tates stronger H-bonds).

(iii) A nitrogen heteroatom for the cation-binding pocket
also plays a role in cation binding. An equivalent neutral,
C3-symmetric capping moiety for the anion-binding end of
the host molecule might bes-triazine, which according to
Frontera et al. has significant Cl-...π interactions.13,21 We
have not attempted any calculations using this fragment as
an anion-binding cap because of the uncertainty associated
with how well dft methods can model the relatively exotic
halide anion...π interactions.

(iv) The size and shape of the cavity in which the anion
and cation sit is also crucial for optimizing the NaCl binding
energy. Although selectivity for NaCl over other ion pairs
has not been explicitly considered here, it seems likely that
our best bicyclic host14would be selective for NaCl because
of the considerable time spent tuning the cavity size for this
particular pair of ions during the design process.

(v) Trends in binding energies of the associated L:Na+

and L:Cl- complexes are complex because coordination
modes of the ions are not consistent across the series of
compounds. It was originally anticipated that the difference
between BE(L:NaCl) and the sum of BE(L:Na+) and BE-
(L:Cl-) could be used to measure of ‘cooperativity effects’
for the binding of the ion-pair: but this is not effective
because of these complicated trends in the series BE(L:Na+)
and BE(L:Cl-), due to varying coordination modes.

We should finally add a word on the synthetic feasibility
of the ditopic hosts we have designed. The nitrogen-capped
polyether podand form of our optimal system is already
familiar from the very well-developed field of cryptand
chemistry27 (and we note that suitable starting products such
as triethanolamine are off-the-shelf chemicals). At the anion-
binding end of the system, the podand based on a 1,3,5-
trithiourea substituted benzene is not (to our knowledge) a
known ligand, but functionalizing benzyl groups with ureas
is fairly straightforward and has been utilized in known
ditopic binders such as the one mentioned earlier by
Reinhoudt and co-workers.5 The “strapping” of these two
elements to make the bicyclic system may not be at all trivial
but could again draw on the very extensive knowledge base
on this topic that has already been accumulated by research-
ers in the cryptand field.
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Abstract: We present a new hybrid meta exchange-correlation functional, called M05-2X, for
thermochemistry, thermochemical kinetics, and noncovalent interactions. We also provide a full
discussion of the new M05 functional, previously presented in a short communication. The M05
functional was parametrized including both metals and nonmetals, whereas M05-2X is a high-
nonlocality functional with double the amount of nonlocal exchange (2X) that is parametrized
only for nonmetals. In particular, M05 was parametrized against 35 data values, and M05-2X is
parametrized against 34 data values. Both functionals, along with 28 other functionals, have
been comparatively assessed against 234 data values: the MGAE109/3 main-group atomization
energy database, the IP13/3 ionization potential database, the EA13/3 electron affinity database,
the HTBH38/4 database of barrier height for hydrogen-transfer reactions, five noncovalent
databases, two databases involving metal-metal and metal-ligand bond energies, a dipole
moment database, a database of four alkyl bond dissociation energies of alkanes and ethers,
and three total energies of one-electron systems. We also tested the new functionals and 12
others for eight hydrogen-bonding and stacking interaction energies in nucleobase pairs, and
we tested M05 and M05-2X and 19 other functionals for the geometry, dipole moment, and
binding energy of HCN-BF3, which has recently been shown to be a very difficult case for
density functional theory. We tested eight functionals for four more alkyl bond dissociation
energies, and we tested 12 functionals for several additional bond energies with varying amounts
of multireference character. On the basis of all the results for 256 data values in 18 databases
in the present study, we recommend M05-2X, M05, PW6B95, PWB6K, and MPWB1K for general-
purpose applications in thermochemistry, kinetics, and noncovalent interactions involving
nonmetals and we recommend M05 for studies involving both metallic and nonmetallic elements.
The M05 functional, essentially uniquely among the functionals with broad applicability to
chemistry, also performs well not only for main-group thermochemistry and radical reaction barrier
heights but also for transition-metal-transition-metal interactions. The M05-2X functional has
the best performance for thermochemical kinetics, noncovalent interactions (especially weak
interaction, hydrogen bonding, π‚‚‚π stacking, and interactions energies of nucleobases), and
alkyl bond dissociation energies and the best composite results for energetics, excluding metals.

1. Introduction
Kohn-Sham density functional theory (DFT) is now one of
the most popular tools in the computational and theoretical

chemistry community, and much progress has been made in
the past decade in the development and validation of
exchange and correlation functionals.1-67 The line of research
developing functionals by requiring them to satisfy con-
straints has led to the PW91,4 PBE,12 PKZB,23 and TPSS41

functionals on the second and third rungs of “Jacob’s
* Corresponding author phone: (612) 624-7555; fax: (612) 624-
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ladder”.30 Although the PKZB functional proved disappoint-
ing,23,26,44 the PBE and TPSS functionals have had some
notable success in solid-state physics and some areas of
chemistry.42,44However, as pointed out in a prescriptive paper
by Perdew et al.,61 PBE and TPSS are not suitable for kinetics
(i.e., barrier heights) because both functionals seriously
underestimate barrier heights; for example, they were found55

to underestimate barrier height by an average of 8.5 kcal/
mol for 76 barrier heights. The successful DFT methods for
kinetics have been developed in a semiempirical way. This
involves choosing a flexible functional form depending on
one or more parameters and then fitting these parameters to
a set of experimental or accurate data. MPW1K,27 BB1K,49

BMK,50 MPWB1K,51 and PWB6K58 are examples of func-
tionals for kinetics determined by the semiempirical ap-
proach. The semiempirical approach has also been used to
obtain improved functionals for main-group thermochemistry,
and a sequence of closely related papers leading successively
to functionals called B97,13 B98,16 HCTH,19 B97-1,19 B97-
2,32 τ-HCTH,34 τ-HCTHh,34 BMK,50 and B97-364 provides
a good example of this approach. The successive functionals,
however, may be improved for one kind of prediction but
worsened for another, depending on changes in the functional
form, optimization strategy, and training data. A common
misconception is that the choice of training data is of over-
riding importance; actually, the choice of functional form is
more critical in that, if the functional form is inadequate,
one will not be able to fit a diverse set of data even if it is
used for training. Nevertheless, the choice of data is
sometimes critical as well. For example, BMK50 is a
functional using the same functional form asτ-HCTHh,34

but it was reparametrized against a data set not only for
thermochemistry but also for kinetics; the functional form
and training set were well enough chosen that BMK performs
equally well for kinetics and thermochemistry. However,
BMK’s performance for noncovalent interactions is inferior
to, for example, PWB6K. PWB6K58 has been shown to be
a good functional for weak interactions, and it can describe
stacking interactions in small organic clusters59 and nucleo-
base pairs,60 but its performance for thermochemistry is
inferior to that of BMK. It has proved very challenging to
develop a functional which can perform well for kinetics,
main-group thermochemistry, and noncovalent interactions,
including those in nonpolar weakly interacting systems and
charge-transfer complexes.

It has been stated42 that a “sophisticated nonempirical
functional should provide a uniformly accurate description
of diverse systems and properties, putting to rest the ‘different
functionals for different tasks’ philosophy.” Unfortunately,
if one simultaneously considers metallic chemistry and
barrier heights in open-shell systems, such a functional did
not exist until, in a recent communication,65 we reported a
new functional, called M05, which was designed for very
general purposes. The M05 functional performs well for all
three of the properties mentioned at the end of the previous
paragraph and also for transition-metal bond energies,
ionization potentials (IPs), and electron affinities (EAs). One
purpose of the present paper is to give a more complete
account of this new functional. Another purpose is to present

an alternative parametrization in which transition metals are
not included in the training set. The new functional, to be
called M05-2X, performs even better for kinetics, thermo-
chemistry, and noncovalent interactions. Since a large
number of important applications in chemistry and biochem-
istry do not involve transition metals, M05-2X may be very
useful for such practical work. In contrast, the original M05
functional should be useful for problems involving bonds
between two transition metals or metal-ligand bonds where
one must treat general metals and organic or inorganic
ligands accurately in the same system. In addition, the M05
functional has a fundamental importance in demonstrating
the ability of a sufficiently flexible functional form containing
kinetic energy density in both the exchange and correlation
functionals and parametrized against a purposefully as-
sembled and diverse data set to predict all the data reasonably
well.

The M05 and M05-2X functionals belong to the fourth
rung of Jacob’s ladder (which is explained elsewhere30,41),
and they, like the earlier B1B95,10 τ-HCTHh,34 TPSSh,42

BB1K,49 BMK,50 MPW1B95,51 MPWB1K,51 PWB6K,58

PW6B95,58 and TPSS1KCIS functionals,54 can be called
hybrid metageneralized gradient approximations (hybrid
meta-GGAs), because they incorporate electron spin density,
density gradient, kinetic energy density, and Hartree-Fock
(HF) exchange. Spin density, density gradient, and kinetic
energy density are local properties of the density, although
the latter two are sometimes called semilocal (in the early
literature, they were sometimes incorrectly called nonlocal),
whereas Hartree-Fock exchange is nonlocal. Including
Hartree-Fock exchange is sometimes regarded as a tempo-
rary expedient that is necessary only because the local
exchange-correlation functionals are insufficiently developed,
but that is a misimpression. Perdew et al.61 pointed out that,
since the exact exchange energy of a fully spin-polarized
one-electron system (like a hydrogen atom or H2

+) is
nonlocal, no local exchange-correlation functional can pos-
sibly be correct for this in general (of course, one could force
any finite number of one-electron systems to be correct, but
this is not the same as getting the effect exactly correct).
Thus, the inclusion of Hartree-Fock exchange is a perma-
nent feature of accurate exchange-correlation functionals, not
a temporary expedient. The recent post-Hartree-Fock
model38,62,63 proposed by Becke employs 100% Hartree-
Fock exchange. One line of argument would be that the
ability to tolerate a high percentage of HF exchange and still
give good results is the mark of a high-quality density
functional.

For the present development effort, we combined the
semiempirical approach with the incorporation of constraints
in the new functionals. The constraints employed are as
follows: (1) the new functionals are correct in the uniform
electron gas (UEG) limit, and (2) the correlation functional
should be free of self-interaction. The first condition is of
fundamental importance, and any functional that violates the
UEG limit cannot possibly be a universal functional. (Of
course, any functional that gets the ionization potential of
carbon wrong or the atomization energy (AE) of SiH4 wrong
also cannot be universal, but in the present article, the errors
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in ionization potential and atomization energies are mini-
mized with respect to parameter variations, whereas the UEG
limit is actually constrained to be exact.) The second
constraint is also important even though it does not remove
the self-interaction error for the exchange part. Because we
use both semiempirical parameter optimization and the
method of constraint satisfaction, our approach may be
considered to partake of key elements in both of the
previously successful lines of functional development. Some
workers make a distinction between fitting to analytic results
such as fits to the artificial limit of a uniform electron gas
or the analytic energy of a hydrogen atom and fitting to
numerical results such as the energy of a helium atom, the
ionization potential of carbon, or the hydrogen-bond strength
of water dimer. Our own philosophy is to use both kinds of
information for functional design. Another distinction some-
times made is between using parameters for fitting data and
using parameters for shaping a functional. In designing a
functional for broad applicability by not only incorporating
constraints but also using training data, this distinction
becomes arbitrary, and we will not be concerned with it.

Section 2 presents our training and test sets. Section 3
gives computational details. Section 4 discusses the theory
and parametrization of the new functionals. Section 5
presents results and discusses them. Because the M05
functional was already discussed briefly in a preliminary
communication,65 we will discuss the M05-2X functional
first.

2. Databases
2.1. M05-2X Training Set. The training set for the M05-
2X models includes the six atomization energies in the AE6
representative database presented previously;68 the binding
energies of three dimers,56 (H2O)2, (CH4)2, and (C2H4)2; the
binding energy56 of the C2H4‚‚‚F2 charge-transfer complex;
the total atomic energies69 of the H, C, O, S, and Si atoms;
the ionization potentials66 of C, O, OH, Cu, and Cr; the
electron affinities70 of C, O, and OH; the carbon-carbon
bond dissociation energies71 of the CH3 bond with CH3 and
the isopropyl bond to CH3; and the Kinetics9 database,49,58

which is a database of three forward barrier heights, three
reverse barrier heights, and three energies of reaction for
the three reactions in the BH668 database. We have previously
used Kinetics9 to optimize the BB1K,49 MPWB1K,51 and
PWB6K58 methods. Note that we used this small data set to
parametrize the new methods, but we assess the new methods
with several much larger data sets described below.

2.2. MGAE109/05 Test Set.The MGAE109/05 test set
consists of 109 AEs for main-group compounds. All 109
data values are pure electronic energies; that is, zero-point
energies and thermal vibrational-rotational energies have
been removed by methods discussed previously.54,70,72The
109 molecules are part of Database/3,72 and the atomization
energies of NO, CCH, C2F4, and singlet and triplet CH2 have
been updated54 recently. The updated data is a subset of
Database/4.73

2.3. Ionization Potential and Electron Affinity Test Set.
The zero-point-exclusive IP and EA test sets are called IP13/3
and EA13/3, respectively, and they are taken from a previous

paper.70 These data for six atoms and seven molecules are
part of Database/3.

2.4. HTBH38/04 Database.The HTBH38/04 database
contains 38 transition-state barrier heights for 19 hydrogen-
transfer (HT) reactions, 18 of which involve radicals as
reactants and products. They are taken from previous
papers,54,55 and they are also listed in the Supporting
Information.

2.5. Noncovalent Interaction Databases.Recently, we
developed several databases, in particular, HB6/04,56 CT7/
04,56 DI6/04,56 WI7/05,58 and PPS5/05,58 for various kinds
of noncovalent interactions. HB6/04 is a hydrogen-bond
database that consists of the equilibrium binding energies
of six hydrogen-bonding dimers, namely, (NH3)2, (HF)2,
(H2O)2, NH3‚‚‚H2O, (HCONH2)2, and (HCOOH)2. The CT7/
04 database consists of the binding energies of seven charge-
transfer complexes, in particular, C2H4‚‚‚F2, NH3‚‚‚F2, C2H2‚
‚‚ClF, HCN‚‚‚ClF, NH3‚‚‚Cl2, H2O‚‚‚ClF, and NH3‚‚‚ClF.
The DI6/04 database contains the binding energies of six
dipole interaction complexes: (H2S)2, (HCl)2, HCl‚‚‚H2S,
CH3Cl‚‚‚HCl, CH3SH‚‚‚HCN, and CH3SH‚‚‚HCl. The WI7/
05 database consists of the binding energies of seven weak
interaction complexes, namely, HeNe, HeAr, Ne2, NeAr,
CH4‚‚‚Ne, C6H6‚‚‚Ne, and (CH4)2, all of which are bound
by dispersion interactions. The PPS5/05 database consists
of binding energies of fiveπ-π stacking complexes, namely,
(C2H2)2, (C2H4)2, sandwich (C6H6)2, T-shaped (C6H6)2, and
parallel-displaced (C6H6)2.

2.6. Transition-Metal-Transition-Metal and Metal -
Ligand Databases.We employ two databases involving
metals. One57 is for the atomization energies of transition-
metal-transition-metal dimers, and it is called the TMAE4/
05 database; it contains the bond energies of Cr2, Cu2, V2,
and Zr2. The other,66 called MLBE4/05, is for the metal-
ligand bond energies in organometallic and inorganometallic
complexes, and it contains the Cr-C, Ni-C, Fe-C, and
V-S bond energies of CrCH3+, NiCH2

+, Fe(CO)5, and VS.
These databases are representative subsets of the larger and
more diverse TMAE9/0557 and MLBE21/0566 databases. In
the present paper, we also use these databases to illustrate
the performance of the M05 and M05-2X functionals for
the energies of bonds involving metal atoms.

2.7. Alkyl Bond Dissociation Energy (ABDE) Database.
This database contains four R-X bond dissociation energies
De (R ) Me and X ) CH3 and OCH3). This is called the
ABDE4/05 database. The referenceD0 values are taken from
a recent paper by Izgorodina et al.,71 and we used the B3LYP/
6-31G(d) zero-point vibrational energies scaled with a scale
factor of 0.980674 to obtainDe.

2.8. Dipole Moment Database.This database consists of
the fixed-geometry dipole moments for six molecules,
namely, N6, H2CO, CuH, BF, LiCl, and H2O, where N6 is
R-amino,ω-nitro-dodecahexaene, which has the formula
H2N(CHdCH)6NO2. This database is called the DM6/05
database. We use the MP2/6-31G geometry75 for the N6
molecule, and the reference dipole moment is computed at
the MP2/ 6-311+G(2df,2p) level of theory since previous
work76 showed good agreement between the MP2 and
CCSD(T) levels of theory for a smaller basis set. For the
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CuH molecule, we use the geometry from the modified
coupled pair functional (MCPF) calculations of Langhoff and
Bauschlicher.77 The reference dipole moment for CuH is an
average of the values (2.95 and 2.98 D, respectively) obtained
by their MCPF calculation77 and our own65 CCSD(T)/ANO
calculation, where ANO denotes the triple-ú atomic natural
orbital basis set of Widmark et al.78,79 The geometries and
accurate dipole moments for H2CO, BF, LiCl, and H2O are
calculated at the CCSD(T)/aug-cc-pVTZ level of theory.

2.9. IPEA8 Database.The IPEA8 database contains the
ionization potentials of C, O, OH, Cr, and Cu and the electron
affinities of C, O, and OH.

2.10. AAE5 and AAE4 Databases.The AAE5 database
consists of the total atomic energies69 of H, C, O, S, and Si,
and the AAE4 database is the same as AAE5 except that it
excludes the atomic energy of H.

3. Computational Methods
3.1. Geometries, Basis Sets, and Spin-Orbit Energy . All
calculations for the AE6, MGAE109/05, IP13/3, EA13/3, and
HTBH38/04 databases are single-point calculations at QCISD/
MG3 geometries, where QCISD is quadratic configuration
interaction with single and double excitations80 and MG3 is
the modified81,82 G3Large83 basis set. The MG3 basis set,81

also called G3LargeMP2,82 is the same as 6-311++G(3d2f,-
2df,2p)84,85 for H-Si but improved83 for P-Ar.

The geometries for all of the molecules in the HB6/04,
CT7/04, DI6/04, and WI7/05 noncovalent databases and the
(C2H4)2 and (C2H2)2 dimers in the PPS5/05 database are
optimized at the MC-QCISD/3 level, where MC-QCISD is
the multicoefficient QCISD method.72,86The geometries for
the benzene dimers in the PPS5/05 database are taken from
Sinnokrot and Sherrill.87

The geometries for all of the molecules in the ABDE4/05
database are optimized at the B3LYP/6-31G(d) level, and
they are taken from the Supporting Information of a previous
paper.71 The 6-311+G(3df,2p) basis set is used for the
calculations of ABDEs for the purpose of comparison with
the previous results.

The geometries for the molecules in the transition-metal-
transition-metal (TMAE4/05) and metal-ligand (MLBE4/
05) databases are optimized consistently with each level of
theory. We used the double-ú-quality DZQ basis set57 for
the calculations on the molecules in these two databases.
The DZQ basis set uses the relativistic effective core potential
method of Stevens et al.88 for both the 3d and 4d transition
metals, and it uses the 6-31+G(d,p) basis set for main-group
atoms. In these cases (i.e., for the metal-compound calcula-
tions), the d functions are spherical harmonic 5D sets.
Although one requires triple-ú quality or better basis sets
for quantitative results on transition metals, DZQ is good
enough for a broad survey of many functionals to ascertain
which ones gives relatively good results for bonds involving
metal atoms.

The geometries for the stacked and hydrogen-bonded
nucleobase pairs are optimized at the PWB6K/6-31+G(d,p)
level. All DFT calculations for the base pairs use the
6-31+G(d,p) basis set.

To test the functionals for the one-electron systems, we
employed the cc-pVQZ basis set for the hydrogen atom, H2

+

(re ) 1.4 bohr), and H2+ (re ) 2.0 bohr). For the DM6/05
dipole moment database, we used the TZQ basis set, which
is described in our previous paper.57,66 For the MGAE109,
HTBH38/04, IP13/3, EA13/3, and all five noncovalent
databases, we used the MG3S basis sets for single-point
energy calculations. The MG3S basis70 is the same as MG3
except it omits diffuse functions on hydrogens.

Note that all of the basis sets mentioned above use pured
or f functions except the 6-31+G(d,p) basis set employed in
the calculations for nucleobase pairs, which uses Cartesian
basis functions.

In all of the calculations presented in this paper, the spin-
orbit stabilization energy was added to atoms and open-shell
molecules for which it is nonzero, as described previ-
ously.57,66,81

3.2. Counterpoise Correction. For noncovalent com-
plexes, we perform calculations with and without the
counterpoise corrections89,90 for the basis set superposition
error (BSSE).

3.3. Software.All of the calculations were performed with
a locally modified version of the Gaussian03 program91

except that the benchmark CCSD(T) calculations of the
dipole moment for CuH were calculated with MOLPRO.92

4. Theory and Parametrization
4.1. Meta-GGA Exchange Functional.The functional form
adopted for the meta-GGA exchange functional is

whereFXσ
PBE(Fσ,∇Fσ) is the exchange energy density of the

PBE11 exchange model (which has the same functional form
as the earlier exchange functional of Becke,1 but with
different values for the two parameters) andf(wσ) is the
kinetic-energy-density enhancement factor

where the variablewσ is a function oftσ, andtσ is a function
of the kinetic energy densityτσ of electrons with spinσ.

where

The motivation for the functional form in eqs 1-6 is
explained in our previous paper,65 and here we simply
emphasize the key elements, namely, that it allows us to
combine the correct UEG limit with reasonable behavior for

EX
(0) ) ∑

σ
∫ dr F Xσ

PBE(Fσ,∇Fσ) f(wσ) (1)

f(wσ) ) ∑
i)0

m

aiwσ
i (2)

wσ ) (tσ - 1)/(tσ + 1) (3)

tσ ) τσ
LSDA/τσ (4)

τσ )
1

2
∑

i

occup

|∇Ψiσ|2 (5)

τσ
LSDA ≡ 3

10
(6π2)2/3Fσ

5/3 (6)
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a large reduced density gradient and with Becke’s strategy18,25

for simulating delocalized exchange by local density func-
tionals by using local functionals to detect delocalization and
inhomogeneity.

4.2. Meta-GGA Correlation Functional. In the correla-
tion functional, we treat the opposite-spin and parallel-spin
correlations differently. We begin with Perdew and Wang’s
functional5 for the correlation part of the local spin density
approximation (LSDA). Then, following the analysis of Stoll
et al.,93 one can decompose the LSDA correlation energy
into opposite-spin (denotedRâ) and parallel-spin (denoted
σσ, RR, andââ, depending on the content) correlation energy
components for the UEG:

where EC
LSDA(FR,Fâ) is the LSDA correlation energy. Re-

cently, Gori-Giorgi et al.94 showed that the spin resolution
of the uniform electron gas correlation energy by eqs 7 and
8 is not accurate for spin-unpolarized (FR ) Fâ) systems.
More recently, Gori-Giorgi and Perdew proposed a better
formula.95

Note that eq 8 does not vanish in the one-electron case,
and this nonvanishing is a manifestation of self-interaction
error. To correct this self-interaction error, Becke10 used a
quantity,Dσ, which is defined as

whereτσ is the kinetic energy density of electrons with spin
σ, defined in eq 10. The functionDσ can also be written as

where τσ
W is the von Weizsa¨cker kinetic energy density96

given by

In a one-electron case,τσ ) τσ
W, soDσ vanishes in any one-

electron system. Note that the uniform electron gas limit
(∇Fσf 0) of Dσ is

Becke usedDσ/Dσ
UEG as a self-interaction correction factor

to the parallel-spin case for the B95 correlation functional.10

We have pointed out previously56 that the functionDσ
UEG in

the denominator causes some self-consistent field conver-
gence problems that can be eliminated by using a different
cutoff criterion. TheDσ

UEG in the denominator also causes
some integration grid problems as pointed by Johnson and
co-workers.53 To avoid these numerical problems, we used
a different self-interaction correction factor,Dσ/2τσ (also

proposed by Becke18), which gives the right UEG limit but
does not have the above-mentioned numerical instability.

The opposite-spins correlation energy of our new func-
tional is expressed as

wheregRâ(xR,xâ) is defined as

where

For parallel spins,

whereDσ/2τσ is the self-interaction correction factor and

Note thateRâ
UEG andeσσ

UEG in eq 13 and eq 15 are the UEG
correlation energy density for the antiparallel-spin and
parallel-spin cases, respectively, and they can be extracted
from the total UEG correlation energy density in the same
way as shown in eqs 7 and 8. The total correlation energy
of the new correlation functional is given by

Note that our new correlation functional is similar to the
correlation functional in the BMK50 method; the difference
is that BMK does not have the self-interaction correction
factor Dσ/2τσ for the parallel-spin case.

We requirecCRâ,0 ) cCσσ,0 ) 1 in eqs 14a and 16. In
agreement with the philosophy of the B95 functional,10 this
forces the correlation functionals to have the correct UEG
limit, which is not enforced in a considerable body of
work16,19,34,50using similar correlation functionals. One can
easily confirm that our new correlation functional gives the
right UEG limit (with xσ f 0, Dσ f 2τσ f Dσ

UEG).
Following Becke,18 we preoptimized theγ parameters to

the correlation energies of He and Ne in a preliminary fit.
The values of these two nonlinear parameters in the new
functionals are

4.3. Hybrid Meta Functional. The hybrid exchange-
correlation energy can be written as follows:

whereEX
HF is the nonlocal Hartree-Fock exchange energy,

EC
Râ ) ∫eRâ

UEG gRâ(xR,xâ) dr (13)

gRâ(xR,xâ) ) ∑
i)0

n

cCRâ,i[ γCRâ(xR
2 + xâ

2)

1 + γCRâ(xR
2 + xâ

2)]i

(14a)

xσ )
|∇Fσ|
Fσ

4/3
σ ) R, â (14b)

EC
σσ ) ∫eσσ

UEG gσσ(xσ)
Dσ

2τσ
dr (15)

gσσ(xσ) ) ∑
i)0

n

cCσσ,i( γCσσxR
2

1 + γCσσxR
2)i

(16)

EC ) EC
Râ + EC

RR + EC
ââ (17)

γCRâ ) 0.0031 andγCσσ ) 0.06 (18)

EXC
hyb ) X

100
EX

HF + (1 - X
100)EX

DFT + EC
DFT (19)

ECRâ
UEG(FR,Fâ) ) EC

LSDA(FR,Fâ) - EC
LSDA(FR,0) - EC

LSDA(0,Fâ)
(7)

ECσσ
UEG(FR) ) EC

LSDA(FR,0) (8)

Dσ ) 2τσ - 1
4

|∇Fσ|2
Fσ

(9)

Dσ ) 2(τσ - τσ
W) (10)

τσ
W ) 1

8

|∇Fσ|2
Fσ

(11)

Dσ
UEG ) 3

5
(6π2)2/3Fσ

5/3 (12)
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X is the percentage of Hartree-Fock exchange in the hybrid
functional, EX

DFT is the local DFT exchange energy, and
EC

DFT is the local DFT correlation energy. Equation 19 can
be rewritten as

From eq 20, one can see that the total correlation energy
for a DFT calculation is modeled as the sum of the dynamic
correlation energy given byEC

DFT and the nondynamical
correlation energy29 contained in (1- X/100)(EX

DFT - EX
HF).

We optimizeX along with the parameters in the new meta
exchange and correlation functionals; the optimization
procedure is given in the next section.

4.4. Optimization of the New Hybrid Meta-GGA. All
of the parameter optimizations were carried out with a genetic
algorithm.97 The parametersai in eq 2 are determined by
fitting them to the data in the training set with a constraint
that a0 ) 1, which enforces the UEG limit. This limit
corresponds totσ = 1, wσ = 0, andxσ = 0; andf(wσ) should
tend to unity in this limit because the PBE exchange
functional satisfies the UEG limit. Therefore, we constrained
a0 to unity to enforce this limit. Simultaneously, we
optimized thecCRâ,i andcCσσ,i parameters in eqs 14a and 16
to the data in the training set.

The M05 and M05-2X functionals were optimized using
different training sets. In both new methods, we optimize
the ai parameters in the exchange functional, thecCRâ,i and
cCσσ,i parameters in the correlation functional, and the
percentage,X, of Hartree-Fock exchange. We minimize the
training function with respect to these parameters in a self-
consistent way by solving the Fock-Kohn-Sham equation
using the basis set and geometries described in section 3.1.

We optimized the parameters in M05-2X against the data
in the training set to minimize the following training function

where RMSEPB is the root-mean-squared error (RMSE) per
bond. In particular, RMSEPB is obtained by dividing the
RMSE for the AE6 database by the average number of bonds
per molecule in this database. The second term is the RMSE

for the IPEA8 database, which is defined in section 2. The
third term is the RMSE for the Kinetics9 database. RMSE-
(NCCE4) is the RMSE for four noncovalent complexation
energies, namely, the equilibrium binding energies of the
(H2O)2, (CH4)2, and (C2H4)2 dimers and that of the C2H4‚‚
‚F2 charge-transfer complex; RMSE(ABDE2) is the root-
mean-square error in the bond dissociation energies of CH3-
CH3 and isopropyl-CH3; RMSE(AAE4) is the RMSE for
the total atomic energies of C, O, S, and Si; and UE(AEH)
is the unsigned error in the atomic energy of the hydrogen
atom. Our preliminary fitting showed that, for the training
function F, nonphysical parameters are produced whenm
> 11 or n > 4, so we usedm ) 11 in eq 2 and we usedn
) 4 in eqs 14a and 16. Thus, we optimized 20 parameters
(11 in ai, 4 in cCRâ,i, and 4 incCσσ,i andX) for the M05-2X
method.

All optimized parameters for M05-2X are listed in Table
1 along with the parameters for the M05 functional. In the
optimization of the M05 functional,65 the RMSE(ABDE2)
is replaced by the RMSE for the bond dissociation energies
of Cr2 and V2 and the Cr-C bond of CrCH3+, and the weight
we used for the error for the atomic energy of hydrogen is
0.2 instead of 2.

In the original work on the M05 functional, we found that
we could obtain very similar results (the mean unsigned error
for nonmetals was about 1% smaller and that for metals was
about 13% larger) by employing the same strategy with the
PBE exchange functional replaced by the mPW15 one. Thus,
the treatment of kinetic energy density and correlation
energy, along with the consistency between the exchange
and correlation functionals, is the key ingredients in the M05
functionals, not the precise form ofFxσ.

The optimized functions of eq 2 for the final M05 and
M05-2X functionals are shown in Figure 1.

A useful way to visualize the meta-GGA nonlocality is to
write the meta-GGA exchange-correlation energy as

where F ) FR + Fâ is the total density andεX
UEG )

-(3/4π)(3π2F) is the exchange energy per electron of a spin-
unpolarized (FR ) Fâ) uniform electron gas; the enhancement
factor FXC shows the effects of correlation and inhomoge-
neity.45 To visualizeFXC for the meta-GGA part of the M05
and M05-2X functionals, we define three quantities, namely,

Table 1. Optimized Parameters in the M05-2X and M05 Methods

M05-2X M05

parameters ai cCRâ,i cCσσ,i ai cCRâ,i cCσσ,i

0 1.000 00 1.000 00 1.000 00 1.000 00 1.000 00 1.000 00
1 -0.568 33 1.092 97 -3.054 30 0.081 51 3.785 69 3.773 44
2 -1.300 57 -3.791 71 7.618 54 -0.439 56 -14.152 61 -26.044 63
3 5.500 70 2.828 10 1.476 65 -3.224 22 -7.465 89 30.699 13
4 9.064 02 -10.589 09 -11.923 65 2.018 19 17.944 91 -9.226 95
5 -32.210 75 8.794 31
6 -23.732 98 -0.002 95
7 70.229 96 9.820 29
8 29.886 14 -4.823 51
9 -60.257 78 -48.175 74
10 -13.222 05 3.648 02
11 15.236 94 34.022 48
X 56 28

EXC
hyb ) EX

HF + (1 - X
100)(EX

DFT - EX
HF) + EC

DFT (20)

F ) RMSEPB(AE6)+ RMSE(IPEA8)+
RMSE(Kinetics9)+ 10× RMSE(NB4)+
RMSE(ABDE2)+ 0.2× RMSE(AAE4)+

2 × UE(AEH) (21)

EXC[FR,Fâ] ) ∫ d3r FεX
UEG(F) FXC(FR,Fâ,∇FR,∇Fâ,τR,τâ)

(22)
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s, rs, andRτ

By using eqs 6, 11, 23-25, we can transform the kinetic
energy density into a function ofs, rs, andRτ. Figures 2-5
show the enhancement factors for the meta-GGA part of the
M05 and M05-2X functionals. Figures 2-5 show that both
functionals violate the scaling inequality:98

and they also violate the Lieb-Oxford bound99

We note, though, that these figures only show the behavior
of the meta-GGA part of the functional, and we do not
recommend users to use the pure meta-GGA part of the M05
or M05-2X method, because the parameters of both func-
tionals are optimized with the mixing of a certain amount
of the Hartree-Fock exchange. We are working on the
optimization of a pure local meta-GGA without the Hartree-
Fock exchange using the same functional form.

5. Results and Discussion
5.1. Assessment of the New Hybrid Meta Functionals.We
fitted our new functionals against a small and diverse data
set (six data values in AE6, nine data values in Kinetics9,
four data values for noncovalent complexation, eight data
values for ionization energies and electron affinities, and
three data values for transition-metal-transition-metal and
metal-ligand interactions), but we assess the new functionals
against a much larger data set that includes 109 main-group
atomization energies, 13 ionization potentials (IP13), 13

Figure 1. The τ enhancement factors for the M05 and M05-
2X functionals.

Figure 2. M05 enhancement factor FXC of eq 22 as a function
of the reduced gradient s of eq 23 with Rτ ) 0.2 for various
spin-unpolarized (FR ) Fâ) densities ranging from the high-
density (rs ) 0) to the exchange-only limit (rs f ∞).

s ) |∇F|
(24π2)1/3F4/3

(23)

rs ) ( 3
4πF)1/3

(24)

Rτ )
τσ - τσ

W

τσ
LSDA

(25)

FXC(r′s,s) > FXC(rs,s) r′s > rs (26)

Figure 3. M05 enhancement factor FXC of eq 22 as a function
of the reduced gradient s of eq 23 with Rτ ) 1 for various
spin-unpolarized (FR ) Fâ) densities ranging from the high-
density (rs ) 0) to the exchange-only limit (rs f ∞).

Figure 4. M05-2X enhancement factor FXC of eq 22 as a
function of the reduced gradient s of eq 23 with Rτ ) 0.2 for
various spin-unpolarized (FR ) Fâ) densities ranging from the
high-density (rs ) 0) to the exchange-only limit (rs f ∞).

FXC(rs,s) e 2.273 (27)
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electron affinities (EA13), 38 barrier heights (HTBH38), 19
energies of reaction, 6 hydrogen-bonding energies (HB6), 7
charge-transfer complexation energies (CT7), 6 complexation
energies of complexes dominated by dipole interaction (DI6),
7 weak interaction energies (WI7), 5π-π stacking interac-
tion energies (PPS5), 4 transition-metal-transition-metal
bond energies (TMAE4), 4 metal-ligand bond energies
(MLBE4), 6 dipole moments, 4 alkyl bond dissociation
energies (R-CH3 and R-OCH3), and 8 nucleobase pair
interaction energies.

We compare the results obtained by the new methods to
those for 28 other functionals. Table 2 lists all 30 density
functionals considered in this work. In each case, we specify
the year it was first published, the functional forms used for
the dependence on∇F, whether the functional includesτ in
the exchange and correlation functional, and whether the
correlation functional is self-correlation-free (SCorF). Table
2 also contains two columns (one for the exchange functional
and one for the correlation functional) that tell whether the
functional reduces to the correct uniform electron gas limit
when∇Fσ f 0 andτσ f τσ

LSDA.

In most of the comparisons, we will gauge the quality of
the results by mean unsigned errors (MUEs), which are the
averages of the absolute deviations of the calculated values
from database reference values, and by mean signed errors
(MSEs), which are used to detect systematic deviations.
However, for atomization energies, we use MUE per bond
(MUEPB) and MSE per bond (MSEPB) because this
allows46,49a more transferable comparison between databases
with different average sizes of molecules. Because the dipole
moments considered in the dipole moment database vary
widely in magnitude, we also consider mean signed percent-
age error (MS%E) and mean unsigned percentage error
(MU%E). We also use MU%E in one later table because
the quantities considered in that table do not all have units
of energy. To make the trends more clear, in every table,
we will list the methods in increasing order of the values in
the key (overall) error column, which is always the last
column of a given table. The five smallest average errors

for each of the individual databases and the five smallest
average errors overall (for each table) are in bold.

5.2. Thermochemistry: AE, IP, and EA Results.Table
3 summarizes the errors in AEs, IPs, and EAs for all of the
tested methods. Table 3 shows that the PW6B95, M05-2X,
and BMK methods give the best results for AE calculations,
and they give a MUEPB of less than 0.5 kcal/mol.

MPWB1K, BB1K, and MPW1B95 have the best perfor-
mance for IP calculations, whereas BMK, PW6B95, and
τ-HCTHh give the best performance for EA calculations.

To compare their performance for thermochemistry, we
defined the TMUE (total MUE) as the mean signed error
over all 135 data values in this table:

If we use TMUE as a criterion of practical usefulness for
thermochemistry, Table 3 shows that M05-2X is the best
functional, followed by PW6B95 and BMK.

5.3. Thermochemical Kinetics.Table 4 gives the mean
errors for the HTBH38/04 database. A total of 18 of the 19
reactions in this database involve radicals as reactants or
products, and 16 of those involve an odd number of electrons.
Systems with an odd number of electrons and stretched bonds
are well-known to provide a critical test case for density
functional theory. Furthermore, we have shown elsewhere55

that functionals that perform well for hydrogen-transfer
barrier heights also perform well for barrier heights of more
general classes of reaction, so we believe that good perfor-
mance on this database is critical if a functional is to be
judged as broadly applicable. Table 4 shows that BB1K gives
the best results for barrier heights, with PWB6K, MPWB1K,
MPW1K, BMK, and M05-2X being less accurate on average
by 0.12-0.18 kcal/mol. M05 and the very new B97-3 are
less accurate than these six functionals by 0.59-0.77 and
0.93-1.11 kcal/mol, respectively; whereas, the other 22
functionals in the table are less accurate than these six by
1.46-15.56 kcal/mol. The mean unsigned error in the
energies of reaction for the 19 reactions is called MUE-
(∆E19) and is given in the second-to-last column of Table
4. M05-2X gives the best performance for these energies of
reaction, followed by B1B95, PW6B95, MPW1B95, BMK,
and M05. Right behind these six are B98,τ-HCTHh,
B3PW91, B97-2, and mPW1PW91, with the other 19
functionals being significantly less accurate. We also tabu-
lated an average MUE (called AMUE) that is defined as

where MUE(∆E19) is the mean unsigned error for the energy
of reactions for the 19 reactions in the HTBH38 database.
If we use AMUE as a criterion to judge the performance of
a DFT method for thermochemical kinetics, Table 4 shows
that M05-2X, BMK, BB1K, MPW1K, MPWB1K, and M05
are the best methods for kinetics. Table 4 is particularly
encouraging in that M05-2X has a mean unsigned error for
hydrogen-transfer barrier height on the order of 1.3 kcal/
mol, a level of accuracy that is significantly exceeded only
by the BB1K density functional, which is much less broadly
applicable, and by large-basis CCSD(T) or some equally

Figure 5. M05-2X enhancement factor FXC of eq 22 as a
function of the reduced gradient s of eq 23 with Rτ ) 1 for
various spin-unpolarized (FR ) Fâ) densities ranging from the
high-density (rs ) 0) to the exchange-only limit (rs f ∞)

TMUE ) [MUEPB(AE) × 109+ MUE(IP) × 13 +
MUE(EA) × 13]/135 (28)

AMUE ) [MUE(∆E19)+ MMUE(BH38)]/2 (29)

Design of Density Functionals J. Chem. Theory Comput., Vol. 2, No. 2, 2006371



expensive wave function theory. Furthermore, both M05-
2X and M05 are in the top seven for each of these three

mean unsigned error columns in Table 4. The only other
functional that appears in the top-seven list for all three of
these columns is BMK.

Table 2. Density Functionals

exchange correlation

method year ref(s) ∇F X τ? UEG? ∇F τ? SCorF? UEG?

BLYP 1988 2, 3 B88 0 no yes LYP no yes no
SPWL 1992 5, 144 Slater 0 no yes PW91-L no no yes
B3PW91 1993 2, 4, 7 B88 20 no yes PW91 no no yes
B3LYP 1994 2, 3, 8 B88 20 no yes LYP no yes no
BB95 1996 2, 10 B88 0 no yes B95 yes yes yes
B1B95 1996 2, 10 B88 28 no yes B95 yes yes yes
G96LYP 1996 3, 9 G96 0 no yes LYP no yes yes
PBE 1996 11 PBE 0 no yes PBE no no yes
B1LYP 1997 2, 3, 14 B88 25 no yes LYP no yes no
mPWPW91 1998 4, 15 mPW 0 no yes PW91 no no yes
mPW1PW91a 1998 4, 15 mPW 25 no yes PW91 no no yes
B98 1998 16 B98 21.98 no no B98 no no no
B97-1 1998 19 B97-1 21 no no B97-1 no no no
PBE1PBEb 1999 22 PBE 25 no yes PBE no no yes
MPW1K 2000 27 mPW 42.8 no yes PW91 no no yes
B97-2 2001 19 B97-2 21 no no B97-2 no no no
τ-HCTHh 2002 34 τ-HCTHh 15 yes no τ-HCTHh no no no
TPSS 2003 41 TPSS 0 yes yes TPSS yes yes yes
TPSSh 2003 42 TPSS 10 yes yes TPSS yes yes yes
X3LYP 2004 3, 47 X 21.8 no yes LYP no yes no
BB1K 2004 2, 10, 49 B88 42 no yes B95 yes yes yes
BMK 2004 50 BMK 42 yes no BMK no no no
MPW1B95 2004 10, 15, 51 mPW 31 no yes B95 yes yes yes
MPWB1K 2004 10, 15, 51 mPW 44 no yes B95 yes yes yes
TPSS1KCIS 2005 21, 41, 60 TPSS 13 yes yes KCIS yes yes yes
PW6B95 2005 58 PW6B95 28 no yes PW6B95 yes yes yes
PWB6K 2005 58 PWB6K 46 no yes PWB6K yes yes yes
B97-3 2005 64 B97-3 26.93 no no B97-3 no no no
M05 2005 65 M05 28 yes yes M05 yes yes yes
M05-2X 2005 present M05-2X 56 yes yes M05-2X yes yes yes

a Also called mPW0 and MPW25. b Also called PBE0.

Table 3. Mean Errorsa [kcal/mol for Ionization Potentials
(IP) and Electron Affinities (EA) and kcal/mol per Bond for
Atomization Energies (AE)]

MGAE109/05 IP13/3 EA13/3

method MSEPB MUEPB MSE MUE MSE MUE TMUE

PW6B95 -0.02 0.40 2.24 3.24 0.72 1.78 0.81
M05-2X -0.02 0.48 1.69 3.54 0.53 2.03 0.93
BMK -0.04 0.47 2.74 4.21 0.28 1.56 0.94
B1B95 -0.23 0.55 -0.13 2.18 3.02 3.16 0.96
MPW1B95 0.31 0.62 0.36 2.14 2.72 2.91 0.98
M05 -0.01 0.53 -0.41 2.87 2.81 2.96 0.99
B98 -0.50 0.64 1.99 3.21 0.30 1.84 1.00
B97-3 -0.37 0.59 1.56 3.51 0.82 2.07 1.02
B97-2 -0.20 0.65 0.46 2.21 2.41 2.89 1.02
TPSS1KCIS -0.05 0.67 0.91 2.63 1.84 2.81 1.07
B97-1 -0.39 0.75 0.99 2.84 1.09 2.02 1.07
B3PW91 -0.13 0.66 3.70 4.25 -0.12 2.09 1.14
τ-HCTHh -0.21 0.75 3.62 4.03 -1.18 1.83 1.17
PBE1PBE 0.11 0.91 2.44 3.23 1.50 2.76 1.31
mPW1PW91 -0.73 0.88 3.17 3.72 1.09 2.62 1.32
TPSS 0.63 1.03 1.80 3.11 0.51 2.31 1.36
TPSSh -0.12 0.98 1.96 3.17 1.40 2.81 1.37
MPWB1K -0.84 0.98 0.51 2.05 3.99 4.11 1.38
B3LYP -0.69 0.91 3.58 4.72 -1.51 2.29 1.41
BB1K -1.32 1.34 0.13 2.09 4.28 4.36 1.70
PWB6K -1.41 1.43 1.57 2.28 3.23 3.59 1.72
X3LYP -1.26 1.42 2.58 4.73 -0.41 3.04 1.89
BLYP -0.47 1.49 -0.41 4.87 -0.11 2.63 1.93
mPWPW91 1.72 2.01 2.93 4.15 -1.56 2.26 2.24
G96LYP -1.39 1.96 -1.12 4.64 1.33 2.93 2.31
BB95 2.18 2.34 -0.55 3.34 0.21 1.99 2.40
MPW1K -2.33 2.34 3.41 3.53 2.79 3.71 2.59
B1LYP -2.66 2.69 -0.13 3.80 2.56 3.64 2.89
PBE 2.80 3.03 2.11 3.58 -1.20 2.22 3.01
SPWL 16.89 16.89 4.34 5.18 -5.77 5.80 14.70
averageb 1.68 3.43 2.77 1.95

a MUEPB denotes mean unsigned error (MUE) per bond. MSE
denotes mean signed error. TMUE denotes total MUE, and it is
defined as TMUE ) [MUEPB × 109 + MUE(IP) × 13 + MUE(AE) ×
13]/135. b In all tables, where the last row is “average”, it is the
average of that column for all functionals in the table.

Table 4. Mean Errors for Thermochemical Kineticsa,b

HTBH38/04 ∆E19

methods X MSE MUE MUE AMUEc

M05-2X 56 -0.39 1.34 0.64 0.99
BMK 42 -0.82 1.32 0.92 1.12
BB1K 42 -0.57 1.16 1.38 1.27
MPW1K 42.8 -0.60 1.32 1.31 1.32
MPWB1K 44 -0.85 1.29 1.41 1.35
PWB6K 46 -0.50 1.28 1.57 1.42
M05 28 -1.20 1.93 0.95 1.44
B97-3 26.93 -2.11 2.27 1.15 1.71
B1B95 28 -2.80 2.80 0.78 1.79
MPW1B95 31 -3.02 3.02 0.86 1.94
PW6B95 28 -3.14 3.14 0.85 1.99
B97-2 21 -3.09 3.24 1.08 2.16
mPW1PW91 25 -3.54 3.55 1.13 2.34
B3PW91 20 -4.02 4.03 1.05 2.54
B98 21.98 -4.16 4.16 0.97 2.57
B1LYP 25 -2.84 3.18 2.29 2.73
PBE1PBE 25 -4.22 4.22 1.29 2.76
B97-1 21 -4.40 4.40 1.48 2.94
B3LYP 20 -4.13 4.23 1.95 3.09
τ-HCTHh 15 -5.29 5.29 0.97 3.13
TPSS1KCIS 13 -4.69 4.69 1.64 3.16
X3LYP 21.8 -3.98 4.09 3.03 3.56
G96LYP 0 -6.25 6.26 2.26 4.26
TPSSh 10 -5.97 5.97 2.65 4.31
BB95 0 -8.14 8.14 1.63 4.89
BLYP 0 -7.52 7.52 2.29 4.90
TPSS 0 -7.71 7.71 2.53 5.12
mPWPW91 0 -8.43 8.43 1.97 5.20
PBE 0 -9.32 9.32 2.71 6.01
SPWL 0 -17.72 17.72 6.39 12.05
Average 4.57 1.70 3.14

a The MG3S basis used for all calculations in this table. b MUE
denotes mean unsigned error (kcal/mol). MSE denotes mean signed
error (kcal/mol). c AMUE in this table is calculated by averaging the
two MUE columns, and it is a measure of the quality of a method for
kinetics.
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5.4. Noncovalent Interactions. The mean errors for
noncovalent interaction are listed in Table 5. In Table 5, we
use “no-cp” to denote calculations without the counterpoise
correction for the BSSE and we use “cp” to denote
calculations that do include the counterpoise correction for
the BSSE. In Table 5, we also defined a mean MUE:

This is a reasonable error criterion because the cp correction
is sometimes an overestimate of BSSE and because, in
practical work, some calculations are carried out with cp
corrections and some without.

Table 5 shows that PBE1PBE, M05-2X, PWB6K, and
PBE give the best performance for calculating the binding
energies of the hydrogen-bonding dimers in the HB6/04
database. Table 5 also shows that M05-2X, PWB6K, and
M05 give a very good performance for calculating the
binding energies for the complexes in the CT7/04 and DI6/
04 databases. M05-2X, M05, and PW6B95 give the best
performance for calculating the binding energies of the weak
interaction complexes in the WI7/05 database.

We note thatπ-π stacking interactions play a dominant
role in stabilizing various biopolymers, for example, the
double helix structure of DNA, and such interactions are also
important for supramolecular design. Table 5 shows that the
quality of M05-2X for describingπ-π stacking interactions
is better than PWB6K. This is encouraging because we have
already shown59,60that PWB6K performs unusually well for

the stacking interactions in the small organic clusters and
nucleobase pairs.

The overall performance for noncovalent interactions can
be judged by the mean MMUE, which is defined as

Notice that the five component in eq 31 place different
requirements on a density functional. For example, high
accuracy for charge-transfer complexes is not well correlated
with high accuracy for weak interactions. If we use MMMUE
as a criterion to evaluate the overall performance of DFT
methods for noncovalent interactions, we can see from Table
5 that M05-2X, PWB6K, M05, MPWB1K, and PW6B95
are the best functionals.

5.5. Composite Results for Main-Group Energetic
Databases.Table 6 is a summary of the performance of the
tested methods for thermochemistry, kinetics, and noncova-
lent interactions. The second-to-last column of Table 6 is
an average of the three mean unsigned errors. The M05-2X
functional has an average error 1.4 times smaller than that
of the second best performing method (M05), followed by
BMK, MPWB1K, and PW6B95.

We also computed a weighted average where each error
is divided by the average error of all 30 functionals for that
quantity; this is shown in the last column. With this scaled
average, the M05-2X functional performs 1.4 times better
than the second-best performing functional M05, followed
by PW6B95, PWB6K, and MPWB1K.

Table 5. Mean Errors for Noncovalent Databases (kcal/mol)a,b,c

HB6/04 CT7/04 DI6/04 WI7/05 PPS5/05

MUE MMUE MUE MMUE MUE MMUE MUE MMUE MUE MMUE MMMUE

method no-cp cp no-cp cp no-cp cp no-cp cp no-cp cp

M05-2X 0.40 0.20 0.30 0.46 0.30 0.38 0.27 0.32 0.29 0.09 0.03 0.06 0.49 0.71 0.60 0.33
PWB6K 0.44 0.34 0.39 0.25 0.16 0.21 0.24 0.32 0.28 0.15 0.07 0.11 0.79 1.00 0.90 0.38
M05 0.58 0.53 0.55 0.68 0.30 0.49 0.23 0.24 0.23 0.14 0.06 0.10 1.12 1.34 1.23 0.52
MPWB1K 0.41 0.70 0.56 0.24 0.45 0.34 0.50 0.65 0.57 0.08 0.16 0.12 1.32 1.57 1.45 0.61
PW6B95 0.53 0.78 0.65 0.69 0.47 0.58 0.40 0.49 0.45 0.11 0.09 0.10 1.21 1.44 1.32 0.62
MPW1B95 0.50 0.86 0.68 0.47 0.31 0.39 0.50 0.63 0.56 0.10 0.16 0.13 1.46 1.70 1.58 0.67
B97-1 0.45 0.45 0.45 1.17 0.89 1.03 0.28 0.30 0.29 0.10 0.11 0.10 1.57 1.78 1.68 0.71
PBE1PBE 0.40 0.28 0.34 1.04 0.75 0.90 0.35 0.38 0.37 0.12 0.18 0.15 1.84 2.09 1.96 0.74
B98 0.45 0.66 0.55 0.91 0.66 0.79 0.34 0.40 0.37 0.12 0.16 0.14 1.91 2.13 2.02 0.78
MPW1K 0.33 0.61 0.47 0.44 0.66 0.55 0.52 0.67 0.60 0.20 0.29 0.25 2.25 2.53 2.39 0.85
X3LYP 0.45 0.48 0.47 0.96 0.68 0.82 0.45 0.59 0.52 0.16 0.22 0.19 2.49 2.71 2.60 0.92
mPW1PW91 0.39 0.79 0.59 0.65 0.51 0.58 0.53 0.63 0.58 0.58 0.30 0.44 2.43 2.71 2.57 0.95
TPSS1KCIS 0.49 0.86 0.67 1.22 0.95 1.08 0.46 0.55 0.50 0.17 0.21 0.19 2.39 2.62 2.50 0.99
TPSSh 0.41 0.80 0.60 1.44 1.16 1.30 0.49 0.58 0.54 0.18 0.26 0.22 2.46 2.72 2.59 1.05
BMK 0.68 0.96 0.82 0.41 0.62 0.52 0.78 0.97 0.88 0.76 0.85 0.81 2.36 2.57 2.47 1.10
B3LYP 0.60 0.93 0.76 0.71 0.54 0.63 0.78 0.94 0.86 0.31 0.39 0.35 2.95 3.17 3.06 1.13
BB1K 0.99 1.37 1.18 0.68 1.00 0.84 1.02 1.16 1.09 0.34 0.44 0.39 2.03 2.27 2.15 1.13
PBE 0.45 0.32 0.39 2.95 2.63 2.79 0.46 0.40 0.43 0.13 0.15 0.14 1.86 2.09 1.97 1.14
B1LYP 0.72 1.05 0.88 0.49 0.45 0.47 0.93 1.09 1.01 0.30 0.39 0.35 3.06 3.27 3.16 1.17
B97-3 1.16 1.50 1.33 0.48 0.63 0.56 0.82 0.98 0.90 0.49 0.58 0.53 2.49 2.70 2.59 1.18
TPSS 0.45 0.82 0.63 2.20 1.86 2.03 0.52 0.56 0.54 0.19 0.26 0.22 2.53 2.78 2.66 1.22
B97-2 1.22 1.64 1.43 0.56 0.67 0.61 0.87 1.02 0.94 0.25 0.35 0.30 2.73 2.96 2.84 1.23
B1B95 1.31 1.69 1.50 0.53 0.72 0.62 1.11 1.26 1.19 0.42 0.51 0.47 2.34 2.58 2.46 1.25
mPWPW91 0.57 0.96 0.77 2.25 1.89 2.07 0.56 0.59 0.57 0.24 0.32 0.28 2.69 2.96 2.83 1.30
B3PW91 1.03 1.43 1.23 0.64 0.69 0.66 0.97 1.14 1.06 0.53 0.62 0.58 3.23 3.49 3.36 1.38
τ-HCTHh 1.94 2.58 2.26 1.60 1.42 1.51 0.75 1.01 0.88 0.44 0.33 0.38 2.11 2.37 2.24 1.45
BLYP 1.18 1.56 1.37 1.67 1.42 1.54 1.00 1.18 1.09 0.45 0.53 0.49 3.58 3.79 3.69 1.63
BB95 1.83 2.21 2.02 1.48 1.27 1.38 1.18 1.35 1.27 0.57 0.66 0.62 2.96 3.18 3.07 1.67
SPWL 3.13 2.67 2.90 5.61 5.23 5.42 2.16 1.95 2.05 0.20 0.10 0.15 0.35 0.43 0.39 2.18
G96LYP 2.95 3.30 3.13 1.20 1.28 1.24 2.57 2.74 2.65 1.37 1.47 1.42 5.19 5.41 5.30 2.75
average 0.88 1.11 1.00 1.14 1.02 1.08 0.73 0.84 0.79 0.31 0.34 0.33 2.21 2.43 2.32 1.10

a MUE denotes mean unsigned error (MUE). MMUE ) [MUE(cp) + MUE(no-cp)]/2, and MMMUE ) [MMUE(HB) + MMUE(CT) + MMUE(DI)
+ MMUE(WI) + MMUE(PPS)]/5; HB, hydrogen bonding; CT, charge transfer; DI, dipole interaction; WI, weak interaction; and PPS, π-π stacking.
b We use “no-cp” to denote the calculation without the counterpoise correction for the BSSE and use “cp” to denote the calculation with the
counterpoise correction for the BSSE. c The MG3S basis set is used for calculations in this table.

MMUE ) [MUE(no-cp)+ MUE(cp)]/2 (30)

MMMUE ) [MMUE(HB) + MMUE(CT) +
MMUE(DI) + MMUE(WI) + MMUE(PPS)]/5 (31)
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5.6. Trends in Alkyl Bond Dissociation Energies.
Recently, Izgorodina et al. reported a study of the perfor-
mance of several DFT methods, for the prediction of absolute
and relative R-X bond dissociation energies (BDEs) where
R is an alkyl group (R) Me, Et, i-Pr, andt-Bu) and X is a
substituent (X) H, CH3, OCH3, OH, and F), and they found
that all of the tested DFT methods overestimate the stabiliz-
ing effect on BDEs in going from R) Me to R ) t-Bu,
leading in some cases to incorrect qualitative behavior. Note
that their results are consistent with the trends for the reaction
energies in Table 3 of an earlier paper by Dybala-Defratyka
et al.100 Some earlier studies by Curtiss et al.101 had also
shown that conventional DFT methods perform much worse
for the enthalpies of formation of the larger molecules, and
they concluded that this is due to a cumulative effect in the
error for the larger molecules.

Table 7 summarizes the results for the trends in R-X
BDEs (R ) Me and i-Pr; X ) CH3 and OCH3). Table 7
shows that M05-2X gives surprisingly good results for these
BDEs; it gives a better performance than the expensive G3-
RAD102 method for the ABDE4/05 database, and it gives a
MUE of only 0.6 kcal/mol, whereas BMK (the second-best
DFT method) gives a MUE of 1.7 kcal/mol.

Eight functionals were tested against more data of this
type, and the results are in Figures 6 and 7 and in the
Supporting Information; the additional tests include larger
alkyl groups than those present in ABDE4/05, but they yield
similar conclusions to those drawn from Table 7. Figures
6 and 7 present the trends for eight relative R-X BDEs
(R ) Me, Et, i-Pr, andt-Bu; X ) CH3 and OCH3), and both
figures show that M05-2X, like other DFT methods but to
a much lesser extent, tends to overestimate the BDE-

lowering effect accompanying the increasing size of the alkyl
group. In contrast, the wave-function-based method G3-RAD
slightly underestimates the stabilizing effect on R-X BDEs

Table 6. Composite Energetic Results (kcal/mol)

thermo-
chemical kinetics

noncovalent
interaction

method TMUE AMUE MMMUE averagea
scaled

averageb

M05-2X 0.93 0.99 0.33 0.75 0.36
M05 0.99 1.44 0.52 0.98 0.48
PW6B95 0.81 1.99 0.62 1.14 0.54
PWB6K 1.72 1.42 0.38 1.18 0.56
MPWB1K 1.38 1.35 0.61 1.11 0.56
MPW1B95 0.98 1.94 0.67 1.20 0.58
BMK 0.94 1.12 1.10 1.05 0.61
B98 1.00 2.57 0.78 1.45 0.68
B97-1 1.07 2.94 0.71 1.57 0.71
B97-3 1.02 1.71 1.18 1.30 0.71
B1B95 0.96 1.79 1.25 1.33 0.73
PBE1PBE 1.31 2.76 0.74 1.60 0.74
mPW1PW91 1.32 2.34 0.95 1.54 0.76
BB1K 1.70 1.27 1.13 1.37 0.77
B97-2 1.02 2.16 1.23 1.47 0.77
TPSS1KCIS 1.07 3.16 0.99 1.74 0.82
MPW1K 2.59 1.32 0.85 1.58 0.84
B3PW91 1.14 2.54 1.38 1.69 0.88
B3LYP 1.41 3.09 1.13 1.87 0.91
τ-HCTHh 1.17 3.13 1.45 1.92 0.97
X3LYP 1.89 3.56 0.92 2.12 0.98
TPSSh 1.37 4.31 1.05 2.24 1.01
B1LYP 2.89 2.73 1.17 2.26 1.14
TPSS 1.36 5.12 1.22 2.57 1.14
mPWPW91 2.24 5.20 1.30 2.92 1.33
BLYP 1.93 4.90 1.63 2.82 1.35
BB95 2.40 4.89 1.67 2.99 1.43
PBE 3.01 6.01 1.14 3.39 1.50
G96LYP 2.31 4.26 2.75 3.11 1.68
SPWL 14.70 12.05 2.18 9.64 4.45
average 1.95 3.14 1.10 2.06 1.00

a (TMUE + AMUE + MMMUE)/3 in kcal/mol. b [(TMUE/1.95) +
(AMUE/3.14) + (MMMUE/1.10)]/3; note that the scaled average is
unitless.

Table 7. Alkyl Bond Dissociation Energies (De,
kcal/mol)a,b

R-CH3 R-OCH3

method R ) Me R ) i-Pr R ) Me R ) i-Pr MSE MUE

exptl 97.39 95.00 89.79 91.51
M05-2X 97.37 94.01 90.65 90.93 -0.18 0.61
G3-RADc,d 96.91 94.95 90.53 92.87 0.39 0.66
BMKd 97.99 93.42 88.81 87.99 -1.37 1.67
MPW1B95d 98.90 92.78 88.79 86.68 -1.64 2.39
MPWB1Kd 98.54 93.01 88.10 86.56 -1.87 2.44
PWB6K 97.96 92.64 87.48 86.21 -2.35 2.64
B1B95d 97.58 91.05 87.83 86.01 -2.80 2.90
BB1K 97.58 91.75 87.02 85.17 -3.04 3.14
PW6B95 97.26 91.10 87.28 85.18 -3.22 3.22
B97-1 97.45 90.83 87.05 84.29 -3.52 3.55
BB95 98.35 90.15 87.79 83.69 -3.43 3.91
PBE 96.79 89.65 87.24 84.08 -3.98 3.98
B97-2 97.68 90.18 86.77 83.10 -3.99 4.14
τ-HCTHh 96.51 89.51 86.93 83.78 -4.24 4.24
B97-3 96.76 89.78 85.86 82.78 -4.63 4.63
B98 95.73 89.10 86.06 83.31 -4.87 4.87
X3LYP 95.73 89.10 86.06 83.31 -4.87 4.87
PBE1PBE 95.23 89.29 85.63 83.59 -4.98 4.98
M05 94.47 86.99 86.32 82.77 -5.79 5.79
mPWPW91 94.58 87.22 85.26 81.87 -6.19 6.19
mPW1PW91d 93.28 87.16 84.37 82.86 -6.51 6.51
B3PW91 93.18 86.52 83.79 81.07 -7.28 7.28
MPW1Kd 92.80 87.42 82.77 81.25 -7.36 7.36
TPSS1KCIS 92.11 85.56 83.07 80.44 -8.13 8.13
B3LYPd 91.58 85.01 82.58 80.06 -8.62 8.62
TPSSh 90.47 84.12 82.08 79.62 -9.35 9.35
TPSS 90.48 83.74 82.36 79.54 -9.39 9.39
B1LYP 89.73 83.44 80.46 78.25 -10.45 10.45
BLYPd 90.31 82.64 81.09 77.50 -10.53 10.53
G96LYP 89.01 80.68 79.64 75.40 -12.24 12.24
SPWL 115.56 108.51 108.10 105.49 15.99 15.99
averagee 5.70

a The B3LYP/6-31G(d) geometries are used in all calculations in
this table. b All DFT calculations in this table use the 6-311+G(3df,2p)
basis set. c G3-RAD is the “Gaussian-3 for radicals” method of ref
102. d Data for these methods are taken from Izgorodina et al.71

e Average excludes G3-RAD, which is a wave function method (not
a density functional method).

Figure 6. Effect of level of theory on the relative bond
dissociation energies (in kcal/mol) for R-CH3 species (R )
methyl, ethyl, isopropyl, tert-butyl).
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on going from R) Me to t-Bu. Since Table 7 shows smaller
mean unsigned errors for M05-2X than for G3-RAD, it is
no longer appropriate to consider this kind of error as a
failure of DFT, although it is a failure of some functionals.

The results in Table 7 and Figures 6 and 7 are encouraging
because M05-2X shows small errors for theabsoluteand
relatiVe BDEs, and M05-2X offers promise as a reliable
functional for larger systems.

5.7. Transition-Metal-Transition-Metal and Metal -
Ligand Bond Energies. Metal-metal and metal-ligand
bonding is very important in many application areas.103-115

Table 8 summarizes the results for the TMAE4/05 and
MLBE4/05 databases. For the TMAE4/05 database of bond
energies of transition-metal dimers, BLYP, G96LYP, PBE,
mPWPW91, and M05 give the best results. Note that M05-
2X, PWB6K, MPWB1K, BB1K, and BMK are among the
worst methods for transition-metal dimers because these DFT
methods contain a large amount of HF exchange, and this
makes the functionals less valid for systems with significant
nondynamical correlation energy; hence, methods with
correlation functionals that primarily account for dynamical
(not static) correlation (this includes all 30 functionals tested
in this article) and with more than 30% HF exchange are
not recommended for studies of the interactions of transition-
metal atoms with other transition-metal atoms where non-
dynamical correlation plays an important role; we will come
back to this point in section 5.12.

For the MLBE4/05 database of metal-ligand compounds,
TPSS1KCIS, TPSSh, M05, B97-2, and PBE1PBE give the
best performance. In Table 8, MMUE is the average of the
MUE for the TMAE4/05 and MLBE4/05 databases, and
BLYP, M05, G96LYP, TPSS, and B97-2 give the smallest
MMUEs. Notice that, of the 11 functionals with the smallest
MMUEs, only M05 (X ) 28) and B97-2 (X ) 21) haveX
values larger than 15; six of these functionals haveX ) 0,
and three (TPSSh,τ-HCTHh, and TPSS1KCIS) haveX
values in the range 10-15. The ability to obtain good results

for bonds to metal atoms with anX value as large as 28 is
one of the characteristics that allows M05 to have a broader
range of applicability than any other functional.

5.8. Tests for Dipole Moments.Table 9 presents the
performance for the DM6/05 database of the dipole moments.
NH2(CHdCH)6NO2 (denoted as N6) is a push-pull π-con-
jugated system, and the accurate evaluation of the electric
dipole properties for this type of molecule is a difficult
problem for density functional theory.75,76Among the tested
DFT methods, M05-2X gives the best results for the dipole
moment of N6, and in general, the DFT methods with higher
percentages of Hartree-Fock exchange perform better than
the DFT methods with lower (or zero) percentages of
Hartree-Fock exchange. Overall, PWB6K gives the lowest
MUE, followed by M05-2X, MPWB1K, BB1K, and BMK.
If we consider the MU%E, MPW1B95 give the lowest
MU%E, followed by PWB6K, M05, MPWB1K, and BB1K.

5.9. Tests for Noncovalent Interactions in Nucleobase
Pairs. Table 10 summarizes the results for the stacking and
hydrogen-bonding interactions in nucleobase pairs. All of
the structures have been detailed in a previous paper,60 and
they are also given in the Supporting Information. For stack-
ing interactions, SPWL and M05-2X give the best perfor-
mance. However, the good performance of SPWL for stack-
ing interactions is not matched by good accuracy for hydro-
gen bonding. Table 9 shows that SPWL gives the largest
errors for the hydrogen-bonding interactions, while M05-
2X gives the best performance for the interaction energies
of the two Watson-Crick hydrogen-bonded base pairs.

The average MUE in Table 10 is defined as

Figure 7. Effect of level of theory on the relative bond
dissociation energies (in kcal/mol) for R-OCH3 species (R )
methyl, ethyl, isopropyl, tert-butyl).

Table 8. MUE (kcal/mol) for the TMAE4/05 and MLBE4/
05 Databases with the DZQ Basis Set

TMAE4/05 MLBE4/05

method MSE MUE MSE MUE MMUEa

BLYP -0.86 1.97 9.23 9.23 5.60
M05 -5.98 7.34 -2.20 4.97 6.15
G96LYP -5.71 5.71 6.99 8.10 6.90
TPSS -6.18 8.38 7.00 7.00 7.69
B97-2 -10.07 10.95 -0.61 5.52 8.24
mPWPW91 -4.03 7.28 9.89 9.89 8.58
PBE 0.38 5.87 12.12 12.12 9.00
BB95 3.32 7.98 12.13 12.13 10.05
TPSSh -15.97 15.97 1.42 4.62 10.30
τ-HCTHh -5.91 13.07 3.56 7.68 10.38
TPSS1KCIS -18.26 18.26 0.79 4.39 11.32
B97-1 -17.70 18.64 0.67 8.36 13.50
B3LYP -21.47 21.47 -1.28 6.44 13.95
B98 -19.67 19.92 -0.73 8.00 13.96
X3LYP -21.10 21.10 -1.75 6.86 13.98
B3PW91 -25.34 25.34 -2.54 5.46 15.40
PBE1PBE -25.04 25.04 -3.34 6.31 15.68
PW6B95 -24.32 24.32 -4.00 7.36 15.84
B1B95 -25.13 25.13 -4.40 7.16 16.15
MPW1B95 -25.06 25.06 -4.64 7.61 16.33
B97-3 -22.80 22.80 -4.98 10.52 16.66
mPW1PW91 -26.46 26.46 -4.72 7.04 16.75
MPWB1K -29.30 29.30 -11.35 11.52 20.41
BB1K -29.56 29.56 -11.04 11.66 20.61
B1LYP -27.14 27.14 -16.72 16.92 22.03
M05-2X -21.92 29.42 -12.18 15.24 22.33
MPW1K -31.83 31.83 -13.10 13.10 22.46
PWB6K -33.90 33.90 -13.63 13.63 23.77
SPWL 23.03 23.03 30.30 30.30 26.66
BMK -35.98 36.81 13.35 17.74 27.27
average 19.97 9.90 14.93

a MMUE ) [MUE(TMAE4/05) + MUE(MLBE4/05)]/2.

AMUE ) MUE(stacking)+ MUE(hydrogen bonding) (32)
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M05-2X gives the lowest AMUE, followed by PWB6K and
MPWB1K.

5.10. Tests for One-Electron Systems.Table 11 presents
the results for three one-electron systems, namely, the
hydrogen atom, H2+ with a bond distance of 1.4 bohr, and
H2

+ with a bond distance of 2.0 bohr. In Table 11, PWB6K
gives the lowest MUE, followed by BB1K and BMK. All
of the mean errors are disconcertingly large, but it is
encouraging that the better functionals have errors 1.5-3
times smaller than those of the popular B3LYP. Again, the

DFT methods with higher percentages of Hartree-Fock
exchange generally (but not always) perform better than the
DFT methods with lower (or zero) percentages of Hartree-
Fock exchange.

It is interesting to note that five of the six best functionals
for thermochemical kinetics (Table 4) are also among the
six best density functionals in Table 11. B1B95 and
MPW1B95 also rank in the top 10 of both tables. However,
one cannot generalize this result because there are also cases
where the performance in these two tables does not correlate.

Table 9. Dipole Moments Predicted by Density Functionalsa,b

method N6c LiCl H2CO CuH H2O BF MS%Ed MU%Ee MSE MUE

accurate 11.56f 7.23g 2.39g 2.97h 1.85g 0.79g

PWB6K 15.00 7.19 2.59 3.23 2.01 0.80 9.2 9.4 0.67 0.69
M05-2X 14.85 7.16 2.68 3.25 2.04 0.81 10.2 10.6 0.66 0.69
MPWB1K 15.07 7.19 2.58 3.20 2.01 0.81 9.3 9.5 0.68 0.69
BB1K 15.12 7.20 2.56 3.15 2.00 0.83 9.4 9.5 0.68 0.69
BMK 15.27 7.26 2.63 2.91 2.04 0.87 10.2 10.9 0.70 0.72
MPW1K 15.20 7.21 2.60 3.25 2.01 0.86 11.1 11.2 0.72 0.73
MPW1B95 15.55 7.13 2.49 2.92 1.98 0.85 8.2 9.3 0.69 0.74
B1B95 15.66 7.14 2.47 2.89 1.98 0.87 8.5 9.9 0.70 0.76
PW6B95 15.68 7.11 2.48 2.87 1.98 0.84 7.8 9.6 0.69 0.77
B97-3 15.76 7.17 2.50 2.90 1.98 0.92 10.2 11.3 0.74 0.79
PBE1PBE 15.85 7.11 2.47 2.88 1.97 0.92 9.8 11.4 0.74 0.81
mPW1PW91 15.87 7.13 2.49 2.89 1.98 0.91 9.7 11.2 0.74 0.81
M05 15.97 7.08 2.52 2.91 2.00 0.80 8.0 9.5 0.75 0.82
B97-2 16.04 7.14 2.46 2.91 1.96 0.91 9.9 11.1 0.77 0.82
B98 16.07 7.11 2.48 2.84 1.97 0.91 9.7 11.8 0.76 0.85
B97-1 16.06 7.10 2.46 2.80 1.96 0.92 9.5 12.0 0.75 0.85
B1LYP 15.94 7.08 2.51 2.77 1.98 0.88 8.7 11.7 0.73 0.85
B3PW91 16.11 7.12 2.46 2.79 1.97 0.93 9.8 12.3 0.76 0.86
X3LYP 16.10 7.06 2.49 2.70 1.98 0.89 8.6 12.4 0.74 0.89
B3LYP 16.18 7.07 2.48 2.68 1.98 0.90 8.6 12.7 0.75 0.90
TPSS1KCIS 16.38 7.08 2.42 2.76 1.95 0.94 9.5 12.6 0.79 0.91
τ-HCTHh 16.41 7.11 2.44 2.72 1.96 0.92 9.4 12.7 0.80 0.92
TPSSh 16.54 7.09 2.41 2.81 1.94 0.97 10.7 13.2 0.83 0.93
TPSS 17.06 7.03 2.34 2.60 1.92 1.01 10.2 16.0 0.86 1.07
mPWPW91 17.10 6.98 2.31 2.36 1.93 0.98 8.1 17.4 0.81 1.13
BB95 17.04 6.98 2.28 2.28 1.92 0.96 6.9 17.4 0.78 1.13
PBE 17.08 6.96 2.29 2.34 1.93 1.00 8.2 17.9 0.80 1.13
G96LYP 17.18 7.01 2.34 2.29 1.94 0.99 8.3 17.8 0.83 1.15
BLYP 17.17 6.94 2.33 2.25 1.93 0.96 7.3 17.6 0.80 1.16
SPWL 17.42 6.95 2.37 2.16 2.00 0.99 8.6 19.4 0.85 1.22
average 12.6 0.88
a All values are in Debyes. b All DFT calculations are single-point calculations using the TZQ basis set. c NH2(CHdCH)6NO2 is denoted as

N6. d Mean percentage signed error. e Mean percentage unsigned error. f MP2/6-311+G(2df,2p) result. All calculations use MP2/6-31G geometry
for this molecule. g CCSD(T)/aug-cc-pVTZ result. All calculations use CCSD(T)/aug-cc-pVTZ geometry for these molecules. h The reference
dipole moment for CuH is an average of the values by the MCPF calculation and a CCSD(T)/ANO calculation performed in the present study,
where ANO is the triple-ú atomic natural orbital basis set of Widmark et al. The geometry is taken from a previous study by Langhoff and
Bauschlicher, and all calculations use this geometry (rCu-H ) 1.509 Å).

Table 10. Results for Stacking and Hydrogen-Bonding Interactions in Nucleobase Pairs (kcal/mol)

stacking hydrogen bonding

methods A‚‚‚T S G‚‚‚C S C‚‚‚C APa C‚‚‚C Da C‚‚‚C Sa U‚‚‚U S MSE MUE A‚‚‚T WC G‚‚‚C WC MSE MUE AMUEb

best estimatec 11.60 16.90 9.90 9.43 -2.45 10.30 15.40 28.80
M05-2X 10.28 16.25 10.52 10.02 -5.08 8.76 -0.82 1.22 14.56 28.58 -0.53 0.53 0.87
PWB6K 9.50 14.86 10.88 9.66 -5.93 7.94 -1.46 1.86 14.22 28.39 -0.79 0.79 1.33
MPWB1K 8.19 13.68 9.63 8.63 -7.02 6.51 -2.68 2.68 13.42 27.45 -1.67 1.67 2.17
PW6B95 7.68 13.10 9.48 8.46 -6.56 6.45 -2.84 2.84 13.26 26.68 -2.13 2.13 2.49
MPW1B95 7.47 12.83 8.98 8.08 -7.10 6.01 -3.24 3.24 13.18 26.80 -2.11 2.11 2.67
M05 5.77 11.95 7.86 7.66 -6.40 5.79 -3.84 3.84 13.68 27.07 -1.72 1.72 2.78
PBE1PBE 3.54 10.44 5.30 5.81 -8.40 3.97 -5.84 5.84 14.42 28.43 -0.67 0.67 3.25
B97-1 3.54 10.26 5.64 6.31 -8.01 4.05 -5.65 5.65 14.08 27.44 -1.34 1.34 3.50
BMK 5.42 11.54 6.37 6.17 -9.14 4.42 -5.15 5.15 12.49 26.30 -2.71 2.71 3.93
τ-HCTHh 2.39 9.38 4.54 5.14 -8.87 3.05 -6.68 6.68 13.79 27.42 -1.49 1.49 4.08
TPSSh 1.42 8.47 3.75 4.46 -9.64 2.29 -7.49 7.49 13.37 26.80 -2.02 2.02 4.75
SPWL 12.59 18.90 11.62 10.70 -2.33 10.64 1.07 1.07 22.30 39.44 8.77 8.77 4.92
B3LYP -0.10 7.39 2.87 3.64 -10.70 1.47 -8.52 8.52 12.73 26.17 -2.65 2.65 5.59
B97-3 0.71 7.60 3.45 4.24 -10.21 1.90 -8.00 8.00 11.78 24.78 -3.82 3.82 5.91
average 4.58 2.32 3.45

a 6-31+G(d,p) is used for all calculations in this table. b AP denotes antiparallel, D denotes displaced, and S denotes sandwich. The structures
for all base pairs in this table can be found in ref 60 and in the Supporting Information. c See ref 60 and references therein for the sources of
these best estimates. d AMUE ) 0.5MUE(Stacking) + 0.5MUE(Hydrogen Bonding).
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For example, MPW1K and B97-3 rank much higher in Table
4 than in Table 11, and X3LYP and PBE rank much higher
in Table 11 than in Table 4.

5.11. Tests for a Donor-Acceptor System: HCN-BF3.
Recently, Philips and Cramer116 reported a study of a boron-
nitrogen complex, namely, HCN-BF3.117,118 This is an
example of a Lewis acid-base complex, also called a dative
bond or a coordinate covalent bond. They employed 12 GGA
and hybrid GGA functionals as well as some wave-function-
based methods, and their conclusion was that “all DFT
methods fail to predict a binding energy that compares
favorably to the MCG3//MC-QCISD result of-5.7 kcal/
mol.” In particular, all DFT methods tested gave bond
energies in the range 1.8-4.3 kcal/mol, except MPW1K and
BLYP, which respectively yielded 4.7 and 7.4 kcal/mol.
Table 12 shows the results for the 14 DFT methods tested
in Table 10; of these, 13 were not tested in Philips and
Cramer’s paper. Table 12 also includes the B3PW91 method,
which was judged116 the overall best for structures and
frequencies; MPW1K, which was the best (of those func-
tionals tested116) for complexation energy; and PBE, TPSS,
BB95, B1B95, and BB1K, which are added for their
fundamental interest and to illustrate the dependence on the
fraction of Hartree-Fock exchange. Table 12 shows that the
binding energies calculated by the PWB6K, MPWB1K, and
M05-2X methods agree well with the best estimate (MCG3//
MC-QCISD/3 calculation), and M05-2X even predicts more
attraction than MCG3//MC-QCISD/3. It is encouraging that
M05 is the most successful functional for this system and
that Table 12 shows that almost all of the functionals in Table
10 are better on average than B3PW91; M05 and PW6B95

are more accurate, on average, by a factor of 2.9 and 2.5,
respectively, as well as being more accurate than MP2. M05-
2X reduces the error in B3PW91, on average, by 33%.

5.12. Multireference Character.A simple and useful way
to describe the optimum domains of applicability of the M05
and M05-2X functionals is that the former is recommended

Table 11. Predicted Energy for H and H2
+a

energy (hartree) mean errors (kcal/mol)

methods H H2
+ (1.4 b) H2

+ (2.0 b) MSE MUE

HF -0.499946 -0.569830 -0.602521 0 b 0b

PWB6K -0.500452 -0.570071 -0.605866 -0.86 0.86
BB1K -0.498539 -0.568421 -0.604787 0.11 1.06
BMK -0.498903 -0.567576 -0.604547 0.27 1.11
X3LYP -0.499785 -0.569126 -0.607086 -0.77 1.14
MPWB1K -0.497995 -0.567491 -0.603772 0.64 1.16
M05-2X -0.499743 -0.571127 -0.607252 -1.22 1.30
B1B95 -0.498260 -0.568153 -0.605486 0.08 1.32
B1LYP -0.498204 -0.568099 -0.605644 0.07 1.38
PBE -0.499854 -0.569849 -0.609222 -1.39 1.42
MPW1B95 -0.497603 -0.567017 -0.604200 0.73 1.43
M05 -0.497839 -0.570464 -0.607749 -0.79 1.67
G96LYP -0.499052 -0.570323 -0.609532 -1.38 1.76
BB95 -0.497781 -0.567708 -0.607079 -0.06 1.85
BLYP -0.497781 -0.567708 -0.607079 -0.06 1.85
PW6B95 -0.501499 -0.571477 -0.608338 -1.89 1.89
TPSS1KCIS -0.500036 -0.572567 -0.609298 -2.01 2.01
PBE1PBE -0.501227 -0.571595 -0.609083 -2.01 2.01
TPSSh -0.500043 -0.572672 -0.609564 -2.09 2.09
TPSS -0.500069 -0.573028 -0.610440 -2.35 2.35
B3LYP -0.502346 -0.572079 -0.610047 -2.55 2.55
B98 -0.502865 -0.574646 -0.612113 -3.62 3.62
mPWPW91 -0.503098 -0.574019 -0.612966 -3.72 3.72
B97-1 -0.502785 -0.574955 -0.612360 -3.72 3.72
mPW1PW91 -0.503839 -0.574884 -0.612020 -3.86 3.86
MPW1K -0.504420 -0.575563 -0.611473 -4.01 4.01
B3PW91 -0.504154 -0.575088 -0.612744 -4.12 4.12
B97-3 -0.503829 -0.575986 -0.613022 -4.30 4.30
B97-2 -0.504206 -0.578058 -0.615081 -5.24 5.24
τ-HCTHh -0.507268 -0.580641 -0.618280 -7.09 7.09
SPWL -0.478593 -0.540711 -0.583762 14.48 14.48
average 2.88

a The cc-pVQZ basis set is employed in all calculations in this table. b For a one-electron system, Hartree-Fock is the same as full configuration
interaction for a given basis set, and the error in the density functional calculations are computed relative to these results.

Table 12. Bond Length, Dipole Moment, and Binding
Energy of HCN-BF3

a

methods RBN (Å) µ (D) ∆E (kcal/mol) M%UEb

best estimate 2.473c 4.14d -5.7e

M05 2.492 4.30 -5.0 5.6
PW6B95 2.427 4.39 -5.0 6.5
MP2 2.361 4.51 -6.3 8.0
B97-1 2.500 4.29 -4.6 8.1
PWB6K 2.292 4.77 -5.9 8.7
MPW1B95 2.348 4.60 -4.9 10.2
M05-2X 2.352 4.73 -6.5 11.3
PBE1PBE 2.348 4.64 -4.8 11.1
MPWB1K 2.253 4.89 -5.3 11.3
PBE 2.407 4.45 -4.3 11.4
τ-HCTHh 2.426 4.46 -4.2 11.9
B3LYP 2.535 4.23 -3.8 12.7
MPW1K 2.323 4.74 -4.7 12.7
BB1K 2.346 4.63 -4.5 12.9
BMK 2.351 4.72 -4.5 13.3
B1B95 2.432 4.39 -3.8 13.6
B97-3 2.615 4.09 -3.6 14.6
B3PW91 2.465 4.37 -3.2 16.6
TPSSh 2.230 4.98 -4.3 18.1
TPSS 2.239 4.93 -4.1 18.8
BB95 2.538 4.12 -2.7 18.6
SPWL 1.731 6.97 -12.1 70.4
averagef 2.364 4.65 -4.9 14.8

a All DFT and MP2 results are for the aug-cc-pVTZ basis set.
b Mean percentage unsigned error. c Experimental result.117 d Ex-
perimental result.118 e MCG3//MCQCISD/3 result.116 f Average ex-
cludes MP2, which is a wave function method, not a density functional
method.
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for systems containing metals or transition metals (especially
those in groups 2-10) and the latter is recommended for
systems containing only nonmetallic or only main-group
elements (although M05 is also very good for such systems,
as shown in Tables 6, 8, and 10). This way of classifying
systems, though, does not really capture the essence of the
issue at a higher level of sophistication. We believe that the
essential distinction is multireference character. Systems with
significant multireference character are not well described
by most density functionals that have more than 5-15%
Hartree-Fock exchange. A system with large multireference
character is one for which no single configuration-state
function provides a good zero-order description;119,120such
a system is said to contain significant amounts of static, near-
degeneracy, or nondynamical correlation energy, often as-
sociated with multicenter systems, but also found in atoms.121

Having made this distinction, one might summarize the
situation as follows: M05 is recommended for applications
where the systems studied involve both multireference and
single-reference behavior, whereas if only single-reference
behavior is to be encountered, one can obtain higher
quantitative accuracy by switching to M05-2X. This is more
satisfactory than the formulation at the start of this paragraph,
but only partly more satisfactory because “multireference
character” is not completely unambiguous.

One can characterize multireference character by analyzing
a configuration interaction122or coupled cluster calculation,123

but this is often impractical. In a recent paper,66 we proposed
a simpler criterion for the multireference character of a bond.
We called this theB1 diagnostic and defined it as

where De is the energy required to breakn bonds and
B1LYP//BLYP denotes a B1LYP calculation of the same
quantity using the BLYP equilibrium geometries for the
molecule and the fragments. For B1LYP, the percentage of
Hartree-Fock exchange is 25. TheB1 diagnostic measures
multireference character because the Hartree-Fock exchange
approximation fails badly for multireference systems, whereas
GGAs can usually handle these systems almost as well as
they handle single-reference systems. We previously con-
cluded that bonds withB1 j 10 kcal/mol are reasonably
classified as single-reference cases, whereas those withB1

J 10 kcal/mol should be classified as multireference. This
criterion is clearly not sophisticated enough to supplant
system-specific discussions of metallic and multireference
character,77,120,121,124-133 and it does not fully supersede
characterizing bonds in chemical terms,66 but its ease of use
is appealing.

In Tables 13 and 14, we present results for eight systems,
four of which haveB1 values less than 10 kcal/mol (single
reference) and four of which haveB1 values greater than 10
kcal/mol (multireference). Ozone (O3) is a well-studied
multireference system,122 and itsB1 is about 22 kcal/mol.
The cases in Table 13 were chosen so that two of the single-
reference cases involve transition metals, one involves a
main-group metal, and one has no metals. Similarly, two of
the multireference cases involve metallic elements and two
involve only nonmetals. Table 14 shows that the quality of

the predictions depends more on multireference character
than on the metallic character. For the prediction of the bond
energies in systems with a lowB1 value, M05 and M05-2X
perform equally well, but for the systems with a highB1

value, M05-2X performs much worse than M05.
Note that eq 33 does not apply to transition states, but the

reader should be aware that transition states, even those for
radical reactions, are not all multireference systems, although
it is a common misconception that they are. For example, a
multireference plus single and double excitation calculation
lowers the barrier height of the H+ H2 reactions by only
0.3 kcal/mol as compared to a single-reference calculation
with single and double excitations.134 Similarly, single-refer-
ence plus dynamical-correlation-energy treatments give rea-
sonable descriptions of the F-H-H and H-F-H transition
states.135 These conclusions based on wave function theory
are consistent with our DFT findings that several methods
fail quite badly for multireference systems withB1 > 10 kcal/
mol but are nevertheless quite accurate for transition states,
even radical transition states. Examples would be MPW1K,
BB1K, and PWB6K. In this light, the good performance of
the M05 functional both forB1 > 10 kcal/mol systems and
for barrier heights is even more dramatic.

A final comment on transition-metal systems is warranted.
In particular, it should be noted that complexes in which a
transition metal is saturated with ligands or is one ligand
short of saturation may have far less multireference character
than highly unsaturated systems such as metal-containing
diatomic molecules. Thus, the cases in our metallic training
sets are more difficult than the kinds of transition-metal
complexes that occur in many areas of organometallic
chemistry and metalloenzyme chemistry.110,111Nevertheless,
there are many other important applications where the
valence state, magnetic state, or oxidation state of the metal
is unknown or changes during a reaction, and the results in
Table 13 and the high-B1 section of Table 14 provide an
indication of the ability of various density functionals to treat
this important class of problems.

5.13. Self-Exchange.One of the key sources of error in
density functional theory is self-exchange.136-138 For ex-

B1 ) [De(BLYP) - De(B1LYP//BLYP)]/n (33)

Table 13. Dissociation Energies (kcal/mol) and B1 Values
for Eight Bond-Breaking Processesa

De

process experimentb BLYP B1LYP//BLYP B1

CH4 f CH3 + H 112.7 109.9 109.5 0.4
LiCl f Li + Cl 113.9 108.2 107.4 0.8
AgCu f Ag + Cu 40.9 41.7 36.2 5.5
Cu2 f 2Cu 47.2 46.4 39.7 6.7
VS f V + S 106.9 111.1 93.7 17.4
CN f C + N 180.6 190.9 173.0 17.9
O3 f 3O 146.1 170.1 126.3 21.9c

ZrV f Zr + V 61.9 72.7 32.9 39.8
a The TZQ basis set is used. The TZQ basis always uses spherical

harmonic d and f functions (5D 7F sets). b The experimental values
for CH3-H and CN are calculated by using the experimental
atomization energies from Database/3.70 The experimental value for
O3 is taken from Database4/05.73 The experimental values for Cu2

and AgCu are taken from a previous paper,57 and the experimental
values for VS and ZrV are taken from a recent paper.66 All dissociation
energies in this table are zero-point-exclusive and spin-orbit-inclusive.
c We put n ) 2 in eq 33 in this case because two bonds are broken
(not counting the long “bond”).
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ample, self-exchange is responsible for the poor performance
of time-dependent DFT for charge-transfer excited states.139

One direction of some current research in DFT is to try to
obtain correlation functionals that perform well even with
100% Hartree exchange,38,62,63 which eliminates the self-
exchange problem. The present functional does not achieve
this goal, but it does perform well with 56% Hartree-Fock
exchange, which is much higher than the fraction of Hartree-
Fock exchange, 20-28%7,8,10,15,16,19,22,32,47,56,58,64,65or, in one
case, 31%,51 of previous functionals with good general-
purpose performance and is even higher than the fraction of
Hartree-Fock exchange, 42-46%,27,49-51,58 of functionals
designed especially for chemical kinetics. And yet, the M05-
2X functional gives better performance than any of the
functionals for thermochemical kinetics and alkyl bond
energies. Thus, the M05-2X functional should ameliorate
some of the problems caused by spurious self-exchange.
Furthermore, both M05-2X and M05 are completely free of
self-correlation error.

5.14. Comment on Functional Development.A lesson
reinforced by the present work is that a good training set is
very helpful in parametrizing density functionals, but it is
not sufficient. The previous functional forms, prior to M05,
did not take full advantage of kinetic energy density and its
combination with constraint satisfaction, and they are unable
to provide the kind of performance we achieved with M05
and M05-2X. Designing the dependence of the exchange-
correlation functional on kinetic energy density was the key
to the improved performance achieved here, as compared
(for example) to our previous PW6B95 and PWB6K func-
tionals. In designing the new functional form, we built on
several key insights in the work of Becke,10,18,25 but we
combined them in new ways and extended them to allow
greater flexibility while satisfying the uniform electron gas
limit and self-correlation-free limits. In addition, we simul-
taneously optimized the correlation functional, the exchange
functional, and the fraction of Hartree-Fock exchange. It is
well-known that it is important for the exchange and
correlation functionals to be well-matched. This is partly
because they separately have the wrong form at long range
and also because exchange density functionals include not
only exchange but also near-degeneracy correlation,7,25,29,140-143

whereas the correlation functional includes only dynamical
correlation. It is important to balance the inclusion of near-

degeneracy correlation, which is necessary to treat multi-
reference character, with Hartree-Fock exchange, which
eliminates (or partially eliminates, whenX < 100 in eq 20)
spurious self-exchange interactions.

6. Concluding Remarks
This paper presents a new hybrid meta exchange-correlation
functional, M05-2X, for thermochemistry, thermochemical
kinetics, and noncovalent interactions. It also presents a more
complete picture of the original M05 functional that was
originally defined in a preliminary communication. These
two functionals incorporate kinetic energy density in a
balanced way in the exchange and correlation functionals;
they satisfy the uniform electron gas limit, and they are self-
correlation-free. They were comparatively assessed against
the MGAE109/3 main-group atomization energy database;
the IP13/3 ionization potential database; the EA13/3 electron
affinity database; the HTBH38/4 database of barrier heights
for hydrogen-transfer reactions; the HB6/04 hydrogen-
bonding database; the CT7/04 charge-transfer database; the
DI6/04 dipole interaction database; the WI7/05 weak interac-
tion database; the PPS5/05π-π stacking database; the
ABDE4/05 alkyl bond dissociation energy database; the
TMAE4/05 database for transition-metal dimers; the MLBE4/
05 database for metal-ligand compounds; a dipole moment
database, DM6/05, and accurate results for nucleobase
interaction energies; the absolute energies of one-electron
systems; and the properties of a Lewis acid-base complex,
HCN-BF3. From these assessments and from a comparison
to results for 28 functionals in the literature, we draw the
following conclusions, based on an analysis of mean
unsigned errors: (1) The M05-2X, M05, PW6B95, PWB6K,
and MPWB1K functionals give the best results for a
combination of nonmetallic thermochemical kinetics, ther-
mochemistry, and noncovalent interactions. (2) The M05-
2X method gives the best performance for the calculation
of absolute and relative bond dissociation energies for single-
reference systems and for calculations of noncovalent
interactions between nucleobases. (3) The M05 functional
gives, in addition, good performance for multireference
systems, including metals.

From the present study, we recommend M05-2X, M05,
PW6B95, PWB6K, and MPWB1K for general purpose
applications in thermochemistry and kinetics, and we espe-

Table 14. Signed Errors and Mean Unsigned Errors (kcal/mol) in Bond Energiesa

B1 < 10 B1 > 10

methods Xb Cu2 AgCu CH3-H LiCl MUE ZrV VS O3 CN MUE MMUEc

M05 28 0.0 1.2 -1.7 -2.6 1.4 -12.2 -2.7 -7.2 -1.1 5.8 3.6
B3LYP 20 -5.6 -2.9 -1.7 -4.9 3.8 -19.1 -8.6 -5.8 -1.5 8.8 6.3
B1B95 28 -5.5 -2.6 -0.5 -5.1 3.4 -23.7 -10.1 -5.9 -3.5 10.8 7.1
BLYP 0 -0.8 0.8 -2.8 -5.7 2.5 10.8 4.2 24.0 10.3 12.3 7.4
PBE1PBE 25 -6.3 -3.2 -3.3 -5.4 4.6 -25.1 -11.1 -6.1 -2.0 11.1 7.8
mPWPW91 0 -0.5 1.5 -3.1 -4.7 2.4 9.0 4.9 32.4 12.9 14.8 8.6
mPW1PW91 25 -7.8 -4.5 -3.7 -5.7 5.4 -28.3 -12.7 -11.3 -4.8 14.3 9.8
B1LYP 25 -7.5 -4.9 -3.2 -6.5 5.5 -25.6 -11.4 -19.7 -7.6 16.1 10.8
PBE 0 1.4 3.2 -2.6 -4.3 2.9 13.4 7.0 38.6 16.6 18.9 10.9
M05-2X 56 0.8 3.6 -0.7 1.7 1.7 -42.7 -17.8 -20.6 -7.0 22.0 11.9
BB95 0 2.2 3.7 -0.2 -2.4 2.1 20.3 9.1 41.7 16.1 21.8 12.0
BB1K 42 -8.6 -5.1 -0.6 -5.2 4.9 -41.2 -17.3 -27.3 -12.4 24.6 14.7
average 3.4 9.2

a All DFT calculations in this table use the TZQ basis set with consistently optimized geometries. b Percentage of Hartree-Fock exchange in
each functional. c MMUE ) 0.5[MUE(B1 < 10) + MUE(B1 > 10)].
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cially recommend M05-2X for calculating bond dissociation
energies. For systems involving transition-metal bonding and
other multireference systems, we recommend the M05
functional. It is very encouraging that we succeeded in
developing density functionals with very broad applicability.
They should be especially useful for many applications in
chemistry and for condensed-phase systems and molecular
recognition problems (including supramolecular chemistry
and protein assemblies) where noncovalent interactions are
very important.
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(132) Gräfenstein, J.; Cremer, D.Chem. Phys. Lett.2000, 316, 569.

(133) Pollet, R.; Savin, A.; Leininger, T.; Stoll, H.J. Chem. Phys.
2002, 116, 1250.

(134) Dunning, T. H.; Harding, L. B. InTheory of Chemical
Reaction Dynamics; Baer, M., Ed.; CRC press: Boca Raton,
FL, 1985; p 1.

(135) Brown, F. B.; Steckler, R.; Schwenke, D. W.; Truhlar, D.
G.; Garrett, B. C.J. Chem. Phys.1985, 82, 188.

(136) Perdew, J. P.; Zunger, A.Phys. ReV. B: Condens. Matter
Mater. Phys.1981, 23, 5048.

(137) Kryachko, E. S.; Luden˜a, E. V. Energy Density Functional
Theory of Many-Electron Systems; Kluwer Academic:
Dordrecht, The Netherlands, 1990; p 637.

(138) Ciofini, I.; Adamo, C.; Chermette, H.J. Chem. Phys.2005,
123, 121102.

(139) Dreuw, A.; Head-Gordon, M.Chem. ReV. 2005, 105, 4009.

(140) Slater, J. C.Phys. ReV. 1954, 528.

(141) Tschinke, V.; Ziegler, T. A.J. Chem. Phys.1990, 93, 8051.

(142) Ziegler, T.Chem. ReV. 1991, 91, 651.

(143) Gritsenko, O. V.; Schipper, P. R. T.; Baerends, E. J.J. Chem.
Phys.1997, 107, 5007.

(144) Slater, J. C.Quantum Theory of Molecules and Solids. Vol.
4: The Self-Consistent Field for Molecules and Solids;
McGraw-Hill: New York, 1974.

CT0502763

382 J. Chem. Theory Comput., Vol. 2, No. 2, 2006 Zhao et al.



Semiempirical Comparative Binding Energy Analysis
(SE-COMBINE) of a Series of Trypsin Inhibitors

Martin B. Peters and Kenneth M. Merz, Jr.*

Department of Chemistry, 104 Chemistry Building, The PennsylVania State UniVersity,
UniVersity Park, PennsylVania 16802

Received November 21, 2005

Abstract: A scheme to decompose the intermolecular interaction energy of a series of
complexes at the semiempirical (SE) level has been developed and validated. The comparative
binding energy analysis (COMBINE) (Ortiz, A. R.; Pisabarro, M. T.; Gago, F.; Wade, R. C. J.
Med. Chem. 1995, 38, 2681-2691) and the semiempirical quantum mechanical method pairwise
energy decomposition (PWD) (Raha, K.; van der Vaart, A. J.; Riley, K. E.; Peters, M. B.;
Westerhoff, L. M. Kim, H.; Merz, K. M., Jr. J. Am. Chem. Soc. 2005, 127, 6583-6594) were
coupled together to form SE-COMBINE. This approach calculates the residue pairwise
electrostatic interaction energies, and QSAR models were built with the energies as descriptors
using partial least squares (PLS). The application of SE-COMBINE was used as an investigation
of the intermolecular interactions between 88 benzamidine inhibitors and trypsin and to test the
ability of this new method to predict binding free energies. The predictive capability of SE-
COMBINE is shown to be comparable to those of other QSAR methods, and using graphical
intermolecular interaction maps (IMMs) enhances the interpretability of receptor-based QSARs.

Introduction
Prediction of the binding free energy of a ligand to a receptor
is an unsolved problem. The answer to this problem is to
develop a fundamental understanding of receptor-ligand
interactions. The accurate prediction of binding free energies
requires an exact energy function and a reliable conforma-
tional search method that can find the correct binding mode.1

Considerable research has been carried out in these areas;
however, the optimum compromise between computational
efficiency and accuracy has yet to be reached.

Computational medicinal chemistry has taken a two-prong
approach in the development of new drugs. First, virtual
screening procedures, such as the computer-aided structure-
based design (CASD) and simple counting methods, are used
to screen virtual libraries of 106-109 molecules. CASD uses
docking and scoring to predict the binding mode and affinity
of new compounds. Docking methods have been shown to
reproduce the binding modes within 2 Å of the crystal

structure of protein-ligand complexes.1 The CASD approach
relies on the speed of the scoring function to rapidly evaluate
each pose that is generated by docking. The second approach
taken by computational chemistry is lead optimization. These
methods are routinely carried out using Quantitative Structure
Activity Relationship2 (QSAR) approaches. Most QSAR
methods are not receptor-based methods; in other words the
receptor is not accounted for in model building. Indeed, this
may be the only option if the receptor structure is unknown.

The widely used Comparative Molecular Field Analysis3

(CoMFA) approach is a grid-based method where molecular
properties such as steric (Lennard-Jones) and electrostatic
(Coulomb) interactions are calculated between a probe atom
and each molecule in the data set at every grid point. The
properties at each grid point become descriptors, and models
are built using multivariate techniques.

Receptor-based QSAR methods include COMparative
BINding Energy analysis4,5 (COMBINE) and MM/PBSA.6,7

COMBINE uses a Molecular Mechanics (MM) potential
energy function to calculate the intermolecular interactions
between the receptor and ligand and builds QSAR models
using multivariate statistical tools such as partial least squares
(PLS).8,9
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The most accurate intermolecular interactions can be
obtained using quantum mechanics (QM) methods. High-
level QM methods such as Hartree-Fock (HF) and Density
Functional Theory (DFT) are frequently used to study small
organic systems and protein active sites; however, their use
to study protein-ligand interactions is limited due to the high
computational cost. Semiempirical (SE) QM methods were
developed in the 1970s to reduce the computational cost with
minimum loss in accuracy.10 The most popular SE methods
used today are based on the neglect of diatomic differential
overlap (NDDO) approximation. The NDDO approximation
reduces the number of integral evaluations in QM and in
doing so changes the bottleneck of such methods to matrix
diagonalization. The divide-and-conquer (D&C),11-14 density
matrix minimization,15 and localized molecular orbital16

methods have been developed to address the problem of
matrix diagonalization enabling the application of SE
methods to macromolecular systems. The D&C approach has
been implemented in the program DivCon17 which uses the
SE Hamiltonians AM1,18 PM3,19,20MNDO/d,21,22and PM3-
PDDG.23 Recently, D&C methods such as QMSCORE,24,25

pairwise energy decomposition (PWD),26 and DCNMR27

have been developed to study protein-ligand interactions
in DivCon. QMSCORE is a SE based score function that
outperforms other score functions such as AutoDock and
DrugScore. The PWD method is a novel approach where
the electrostatic interaction energy is partitioned into self-
and cross components between atoms. PWD has successfully
been used to investigate the effect of binding of a series of
fluorine-substituted ligands to human carbonic anhydrase II.
DCNMR has been shown to predict NMR chemical shifts
from the 3D structure of protein-ligand complexes.

In this work the PWD method was coupled to the
COMBINE method creating SE-COMBINE to study a large
set of protein-ligand complexes at the SE level of theory.
PWD calculates the pairwise electrostatic interactions be-
tween a protein and ligand using the linear-scaling D&C
approach. Similar to the COMBINE method, the residue
pairwise energies were used to build QSAR models. The
utility of SE-COMBINE was demonstrated by investigating
the structure-activity relationship of a series of trypsin-like
serine protease inhibitors.

Serine proteases are involved in many processes in the
body such as protein digestion and blood coagulation.28 The
serine protease family of enzymes catalyzes protein hydroly-
sis. Trypsin, chymotrypsin, and elastase are common en-
zymes involved in the digestion of dietary proteins. Throm-
bin, factor Xa, and plasmin are key enzymes of the blood-
clotting cascade. They differ only by their selectivity; for
example, trypsin regiospecifically hydrolyzes at the carboxyl
side of lysine and arginine amino acids, whereas chymot-
rypsin cleaves at aromatic sites. All serine proteases contain
the catalytic triad Asp102, His57, and Ser195, which allows
the catalytic cleavage of peptide bonds through an acyl
intermediate as shown in Figure 1. The neighboring aspartic
acid and histidine residues modify the serine from a hydroxyl
to an alkoxide allowing the nucleophilic attack of the
carbonyl group to occur.29 The development of inhibitors of

trypsin-like serine proteases has been an active area of
research because they are important targets in the blood-
clotting cascade and also serve as a useful model system to
study protein-ligand interaction.

Figure 1. Trypsin hydrolysis mechanism. The general acid/
base catalysis takes place using the catalytic triad of Asp102,
His57, and Ser195. Asp102 removes a proton from His57,
which activates Ser195 from a hydroxyl to an alkoxide
nucleophile [adapted from Silerman, 2002].

Figure 2. The structure of the 3-amidinophenylalanine
molecule. Structural changes occur at two positions, R1 and
R2 [adapted from Böhm et al.].

Figure 3. Schematic representation of 3-amidinophenylala-
nine bound to trypsin. The distances shown are determined
from the complex of 3-TAPAP (Brookhaven Protein Data Bank
reference: 1PPH) where R1 is tosyl and R2 is piperidine.
Distances shown are in angstroms [adapted from Böhm et
al.].
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Table 1: 88 Trypsin Inhibitorsa
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Trypsin is synthesized in the pancreas as a zymogen
(inactive enzyme) called trypsinogen. When required, trypsi-
nogen is secreted into the small intestine through the bile
duct and after enzymatic removal of an N-terminal amino
acid sequence trypsin (24kDa) is formed. Trypsin has a large
binding pocket,S1, adjacent to the catalytic site with an
aspartic acid at the base. This pocket favors the binding of
the positively charged amino acids, lysine and arginine. The
strong ionic interaction allows for the cleavage reaction to
take place. The enzymes thrombin and factor Xa have similar
S1 pockets; however, theS2 and S3 pockets vary in
composition and in size (thrombin has the insertion loop,
Tyr60A-Trp60D, whereas the others do not).30 Thus the
development of selective inhibitors of trypsin, thrombin, and
factor Xa has posed a challenge for both experimental and
computational research.31

Since 1965, benzamidine-based inhibitors of trypsin-like
proteases have been developed.32 The amidinophenylalanine
group mimics the guanidinalkyl functional group of arginine
as shown in Figure 2. The X-ray structure ofNR-[4-toluene
sulfonyl]-L-m-amidino-phenylalanyl (3-TAPAP, a 1.2µmol/L

inhibitor) bound to trypsin (1.9 Å resolution) was reported
in 1991 (PDB: 1PPH).30 A schematic representation of the
key interactions between the 3-amidinophenylalanine group
and theS1pocket of trypsin from 1PPH is shown in Figure
3. The amidino group forms a near symmetric salt bridge
with Asp189 and is also hydrogen bonded to both Gly219@O
and a water molecule. The phenyl ring is sandwiched be-
tween the sequences Ser190-Gln192 and Trp215-Gly216.
Gly216 forms hydrogen bonds with the amino and carbonyl
group of them-amidino-phenylalanine moiety. The tosyl
group, R1, fills the S3 pocket and lies perpendicular to the
indole group of Trp215, while anoxygen of the sulfonyl
group points toward Gly219@N. The piperidine group occu-
pies theS2 pocket and is flanked on either side by His57
and the toluene group of the tosyl moiety. Using the benz-
amidine scaffold, a series of inhibitors was reported,33,34and
recently 3D QSAR techniques such as CoMFA35, CoMSIA,36

and QSM37 have been used to investigate the inhibitor
selectivity between thrombin, trypsin, and factor Xa.38

Trypsin and its inhibitors are very well characterized, i.e.
protein-ligand complex structures and binding affinity data

Table 1: (Continued)

a Substituents at positions at R1 and R2, formal charges and pKi values are listed [adapted from Böhm et al.]

386 J. Chem. Theory Comput., Vol. 2, No. 2, 2006 Peters and Merz



are available, thus providing an excellent starting point for
a computational study. The semiempirical quantum mechan-
ical decomposed intermolecular interactions between trypsin
and a series of inhibitors shown in Table 1 were examined
in this study. Using the protein-residuesligand-fragment
interaction energies, a comparative binding energy analysis
was carried out using PLS to build a receptor-based 3D-
QSAR model.

Computational Approach
Consider the interaction of a receptor R, with a ligand L, to
form the complex R‚L:

The interaction energy can be calculated using the following

whereER‚L is the energy of the complex, andER andEL are
the energies of the receptor and ligand, respectively. Equation
2 can also be represented with∆ER and∆EL as the change
in energy of the receptor and ligand upon binding as in eq
3.

Carrying out a residue-based pairwise decomposition of the
interaction energy leads to the following

whereI is the index of the residues in the receptor,J is the
index of fragments in the ligand,EIJ is the residue(receptor)-
fragment(ligand) interaction energy (a true cross term, this
term is only present in the complex),∆EIK is the change in
the interresidue energy upon binding of the residues in the
receptor,∆EJL is the change in the interfragment energy upon
binding of the fragments in the ligand,∆EI is the change in
intraresidue energy upon binding of the residues in the
receptor, and∆EJ is the change in intrafragment energy upon
binding of the fragments in the ligand.

Considering the above in terms of a classical molecular
mechanics force field, the first term would be the electrostatic
and van der Waals interactions between receptor residues
and ligand fragments. The second and third terms would be
change in electrostatic and van der Waals interactions
between receptor residues and other residues and ligand
fragments and other fragments upon complexation. The
fourth and fifth terms would be the change in the bond, angle,
torsion, and nonbonded interactions of receptor residues and
ligand fragments.

Within a semiempirical approach the binding energy
expression of eq 4 can be expressed in terms of the quantities
derived by Raha et al.26

where

PWD calculates the self-energy of the atom,EA, core-
electron interactions,EAB

core, electron-electron repulsions,
E′AB, and exchange between the atoms,EAB, as shown in eqs
6-9. H is the one-electron matrix,F is the Fock matrix,
andP is the density matrix.Z is the nuclear charge on an
atom,RAB is the atomic separation betweenA andB. Equation
5 represents the decomposition of the semiempirical interac-
tion energy between a receptor and ligand. TheEA term has
a large negative energy contribution to the total energy since
it contains the one-center terms.E′AB contains all the
electronic repulsion, and so it is a positive contributor to
the energy which comes from the diagonal block of the Fock
matrix. EAB contains the exchange repulsion between atoms
and is a small negative contributor to the total energy, which
stems from the off-diagonal elements of the Fock, one-
electron, and density matrices. As originally described, it
contains most of the binding energy. Accepting, as an
approximation, that the receptor and ligand conformations
remain the same upon binding, the decomposed energy
becomes

Equation 10 as written implies a sum overA andB in the
first 3 terms, overA in the fourth term, and overB in the
final term.

R + L h R‚L (1)

EINT ) ER‚L - (ER + EL) (2)

EINT ) ER‚L + ∆ER + ∆EL (3)

EINT ) ∑
I
∑

J

EIJ + ∑
I

∑
K < I

∆EIK + ∑
J

∑
L < J

∆EJL +

∑
I

∆EI + ∑
J

∆EJ (4)

EINT ) ∑
I
∑

J

(∑
A
∑
B
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core) + A ∈ I,B ∈ J

∑
I

∑
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A
∑
B
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∑
J

∑
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(∑
A
∑
B
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∑
I
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A

{∆EA + ∑
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∆EAB + ∆E′AB + ∆EAB
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∑
J

(∑
A
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∆EAB + ∆E′AB + ∆EAB
core}) A,B∈ J (5)
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A
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A
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A
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A
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1
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λ

B
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σ

A

Pλσ
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EAB
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A
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ZAZB

RAB

(9)

EINT ) ∑
I
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J

(EAB + E′AB + EAB
core) +

∑
I
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(∆EAB + ∆E′AB) + ∑
J
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J
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(10)
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The pwdPy program was developed in order to perform a
pairwise decomposition of the interaction energy between
the ligand fragments and the protein residues using the
formalism described above in eq 10. That is, the program
was used to read the DivCon output of the ligand, protein,
and complex calculations and to produce a descriptor table
similar to the one shown in Figure 4.

Procedure
(1) Data Set.The crystal structure of 3-TAPAP bound to
trypsin (1PPH) was obtained from the Protein Data Bank
(PDB). 3-TAPAP is a 3-amidinophenylalanine based inhibi-
tor of trypsin. Eighty-eight compounds (coordinates and
activity data), including 3-TAPAP (all fully protonated),
which bind to trypsin, were kindly provided by Prof. Gerhard
Klebe. The L-conformations of the central phenylalanine are
more potent by a factor of 50-100 over the D-conformations;
however, the pKi reported are mixtures of the L and D
forms.34 Only the L-conformations of the compounds were
used in this study. All 88 structures share a common core
and differ at positions R1 and R2 as shown in Figure 2. The
structures of the R1 and R2 groups for all compounds and
their activity data are listed in Table 1. The affinities of the
inhibitors spread over a range of 4.7 pKi units. However, as
shown in Figure 5 the majority of the inhibitors’ affinities

lie in the range between 5.5 and 7.0 pKi units. Note that the
variation in size of the R groups does not translate to a
molecular weight dependence on binding affinity as shown
in Figure 6.

(2) Molecular Mechanics Modeling of the Receptor.The
3-TAPAP structure and all water molecules except number
235 were removed from the 1PPH crystal structure. All

Figure 4. Schematic diagram of an example data table used in SE-COMBINE. The size of the descriptor matrix is defined by
the number of compounds, N, and by the number of descriptors. The experimental data, Act, is a single column in the data
table, while the indices I, J, K, and L refer to eq 10. IJ - E′AB, IJ - EAB, and IJ - EAB

core are energy terms between receptor
residues and ligand fragments, true cross terms. IK - E′AB and IK - EAB, are energy terms between pairs of receptor residues.
JL - E′AB and JL - EAB are energy terms between pairs of ligand fragments. The remaining terms are residue and fragment
self-energy terms.

Figure 5. Trypsin inhibitor activity frequency distribution.
Affinities spread over a 4.7 logarithm unit’s range, which allows
a statistically significant 3D QSAR to be derived.

Figure 6. Trypsin inhibitors pKi versus molecular weight. Poor
correlation is observed with an R2 value of 0.26.

Figure 7. Inhibitors aligned in the active site of trypsin.
Trypsin is represented as a surface and inhibitors as sticks.
Hydrogen atoms are not shown for clarity [adapted from Böhm
et al.].
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references to the amino acid names and numbers follow that
used in 1PPH. Wat235 is the characteristic water molecule
present in theS1 pocket. Hydrogen atoms were added to
the protein using the LEaP module of AMBER, followed
by a hydrogen minimization (1500 steps) using the SANDER
module of AMBER 8.39 All acidic residues were assumed
to be deprotonated while all basic residues were protonated.

(3) Molecular Mechanics Modeling of the Complexes.
The 88 ligands were aligned onto 3-TAPAP (45) using the
3-amidinophenylalanine moiety as a template. Each ligand
was placed in the active site of 1PPH as shown in Figure 7.

The 88 compounds vary in size and shape, and so some close
contacts were expected. To correct this the inhibitors were
allowed to relax in the active site using a restrained
minimization of 1500 steps (500 steepest descent followed
by 1000 conjugate gradient), followed by a full minimization
of all atoms in the system (500 steepest descent followed
by 1000 conjugate gradient steps) using AMBER.

(4) Semiempirical D&C Calculations. Semiempirical
D&C calculations were performed using the PM3 Hamilto-
nian within the program DivCon. Five calculations were
performed for each of the 88 compounds in the data set:
(1) protein only, (2) ligand (1 fragment), (3) ligand (3
fragments), (4) complex (ligand with 1 fragment), and (5)
complex (ligand with 3 fragments). The protein was divided
into subsystems based on the standard amino acid residue
definitions. All atoms of the ligand were grouped into one
fragment in calculation 2, and the fragment name was set to
TAP. Each ligand in the data set was also divided into three
groups or fragments, e.g.45 is shown in Figure 8. The first
fragment consists of the 3-amidinophenylalanine moiety
(APM ), the R1 group contained aryl sulfonyl groups (TOS),
and the third contains either piperidine or piperazine groups
(PIP). The fragments were named based on those residues
found in 3-TAPAP of 1PPH. A cutoff for the Fock matrix
of 20 Å and a divide-and-conquer buffering scheme of 4.2/2
Å were used throughout the entire study. Note that the total

Figure 8. Schematic diagram of a trypsin inhibitor fragmenta-
tion. The structure in blue is the 3-amidino-phenylalanine
moiety (APM). The TOS group is colored green, while the
PIP group is shown in red.

Figure 9. Model Lig1C PCA results. (A) Scree plot. (B) Score plot of PC 1 versus 2. Points representing complexes of interest
are labeled using ligand numbers. (C) Loading plot of PC 1 versus 2. The types of descriptors in this model are shown in the
legend where I denotes any amino acid in the protein. (D) Loading plot of PC 1 versus 2 where only EAB descriptors are considered.
Labels shown are the protein residue name and number involved in the interaction with the ligand.
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interaction energy between the receptor and ligand does not
change after fragmentation.

(5) Chemometric Analysis.The pwdPy program was used
to pairwise-decompose the interaction energy between the
ligand fragments and the protein residues. The statistical
analysis of the decomposed energies was preformed using
the program R.40

As a first step, Principal Component Analysis (PCA) was
carried out to examine the distribution of the complexes in
the descriptor space. The similarity/dissimilarity between
inhibitors was investigated using score plots. The descriptor
pool was pruned to remove descriptors that returned zero
values. Auto-scaling was applied to the descriptor matrices,
or, in other words, each descriptor was processed to have a
mean of zero and a standard deviation of one. This ensured
that certain variables did not dominate due to their magnitude.
PLS models were built to explore the structure-activity
relationship of the inhibitors. Internal validation was carried
out using leave-one-out (LOO) cross-validation, and the
optimal dimensionality of each model was assigned from
its cross-validated predictive ability. External validations
were also carried out where 10 structures were removed
randomly from the original data matrix to become the
prediction set, while the rest remained as the training set.
Ten such prediction sets were generated. Descriptor pruning

and auto-scaling was applied to the training set following
the above procedure. After the models were generated using
the training set, the prediction set was autoscaled using the
means and standard deviations from the training set. Another
external validation study was carried out where the training
and prediction sets were predefined by Bo¨hm et al. This was
used in order to compare SE-COMBINE to methods such
as CoMFA, CoMSIA, and quantum similarity.

Together with the square of the Pearson’s correlation
coefficient,R2, and the cross-validated correlation coefficient,
Q2, the standard deviation of error of calculations, SDEC,
and the standard deviation of error prediction, SDEP, were
used to assess the quality of the models. SDEP can also be
defined as the root-mean-squared error of the dependent
variables in a LOO scheme or external data set. Similarly,
SDEC is calculated for those variables used to build the
model or training set. For each model, the biological activities
of the inhibitors were scrambled randomly, and the activities
were predicted, as a way of detecting the possibility of chance
correlation. And in all cases only negativeQ2 values were
observed.

Results
The pairwise interactions between the 224 amino acid
residues of trypsin and a water molecule with each inhibitor

Figure 10. Model Lig3C PCA results. (A) Scree plot. (B) Score plot of PC 1 versus 2. Points representing complexes of interest
are labeled using ligand numbers. Highlighted are isopropyl, iPr, and hydrogen, H, on R1 and HNMe on R2. (C) Loading plot of
PC 1 versus 2. The types of descriptors in this model are shown in the legend where I denotes any amino acid in the protein.
(D) Loading plot of PC 1 versus 2 where only EAB descriptors are considered. Descriptors are labeled by protein residue, whereas
the colors represent the fragments of the ligand.
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were calculated. The effect of fragmentation of the ligand
structure was investigated by considering a single (Lig1) and
triple fragment (Lig3) scheme. The Lig1 scheme yields a
total of 25 878 (model Lig1A) descriptors (computed using
eq 11) to fully decomposeEINT (eq 10). Only con-
sidering the cross termEIJ, this number reduces to 672
(model Lig1B). It was found that the majority of the
EAB terms were zero [Tests with a water dimer showed that
EAB is zero with oxygen-oxygen distances greater than
4 Å.]; therefore, aEAB descriptor was removed if more than
95% of its terms were zero. The remaining descriptors were
auto-scaled because theEAB, E′AB, and EAB

core terms span
different ranges (model Lig1C). Using the same proce-
dure the Lig3 scheme produces 52 655 descriptors (model
Lig3A). This number was reduced to 2016 when only
EIJ interactions were considered (model Lig3B). TheEAB

terms were pruned reducing the dimensionality, and au-
toscaling was applied, thus producing model Lig3C. The
total number of the descriptors per model is given in Table
2.

Figure 11. Model Lig1C PLS results. (A) R2 and Q2 versus number of latent variables. R2 is represented as solid circles and
Q2 as solid diamonds. (B) Observed versus calculated pKi values from internal validation. The red line represents the optimal
correlation, while the blue lines are a pKi unit from the optimal line. (C) Observed versus calculated pKi values from LOO cross-
validation. (D) Loading plot of the first and second latent variables. (E) X-score versus Y-score for the first latent variable. (F)
X-score versus Y-score for the second latent variable.

Table 2: Number of Descriptors per QM-COMBINE Model

number of descriptors

model Lig1 Lig3

A 25878 52655
B 672 2016
C 477 1389

((I*J) + I + J)*3 + ∑
n

I

(n - 1)*2 + ∑
n

J

(n - 1)*2 (11)
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Model Lig3A contained 52 655 descriptors. This model
could not be handled using current computer hardware
(required over 4 GB of RAM) and was skipped. The same
holds for model Lig1. Models Lig1B and Lig3B were
statistically compromised since the majority of theEAB terms
were zero. Therefore the first model to be considered was
Lig1C and then Lig3C.

Principal Component Analysis: Model Lig1C. A PCA
of the descriptor matrix for the 88 complexes was performed
using the autoscaled variables.41,42The scree plot of the PCA
shown in Figure 9.A illustrates that two principal components
(PCs) successfully models the data. PC 1 and 2 explain
94.2% of the variance in theX matrix. The score plot of the
first and second PC is shown in Figure 9.B. The score plot

is divided into quadrants; the upper right quadrant contains
complexes that have positive scores for both PC 1 and PC
2. These complexes all have small R2 groups, while the lower
left quadrant has large R2 groups. A similar trend is observed
for the R1 groups: the top left quadrant contains large R1

groups, while the lower right contains complexes with
smaller R1 groups. The complexes are distinguished in the
descriptor space, with R group size playing a relevant role.

Figure 12. Model Lig1C PLS coefficient plots. (A) Latent
variable 1. (B) Latent variable 2. (C) Latent variable 3.

Table 3: Models Lig1C and Lig3C PLS Resultsa

model LV
X variance

(cumulative) R2 Q2 SDEC SDEP SDECext SDEPext

Lig1C 1 92.88 0.28 0.25 0.74 0.76 0.75 0.68
2 94.18 0.65 0.57 0.57 0.57 0.46 0.47
3 94.68 0.73 0.59 0.45 0.56 0.32 0.42

Lig3C 1 32.53 0.40 0.32 0.68 0.72 0.69 0.60
2 45.21 0.50 0.42 0.62 0.67 0.62 0.58
3 79.64 0.51 0.43 0.61 0.66 0.61 0.58
4 82.86 0.63 0.48 0.53 0.64 0.51 0.59
5 89.63 0.67 0.53 0.50 0.60 0.46 0.58
6 94.76 0.70 0.55 0.48 0.59 0.42 0.55
7 96.38 0.74 0.58 0.45 0.57 0.38 0.51

a LV represents the number of latent variables in the model. The
optimal number of LVs is shown in bold. R2 and Q2 represent the
correlation coefficient of training and LOO. SDEC and SDEP are the
standard deviations of calculation and prediction for internal validation.
SDECext and SDEPext are similarly defined applied to the external
validation (values reported are averages of the 10 prediction sets).

Table 4: Predefined Training and Prediction Set PLS
Resultsa

model LV
X variance

(cumulative) R2 Q2 SDEC SDEP R2ext SDEPext

Lig1C 1 94.84 0.29 0.25 0.74 0.76 0.27 0.77

2 94.08 0.65 0.56 0.51 0.58 0.73 0.54

3 94.74 0.75 0.58 0.44 0.57 0.64 0.57

Lig3C 1 33.54 0.37 0.27 0.69 0.75 0.50 0.67

2 55.13 0.46 0.37 0.64 0.70 0.67 0.57

3 80.05 0.50 0.39 0.62 0.69 0.64 0.59

4 83.07 0.62 0.45 0.54 0.66 0.62 0.60

5 87.57 0.68 0.49 0.49 0.62 0.66 0.58

6 94.53 0.71 0.54 0.47 0.60 0.61 0.59

7 96.29 0.75 0.55 0.43 0.59 0.63 0.56
a LV represents the number of latent variables in the model. The

optimal number of LVs is shown in bold. R2 and Q2 represent the
correlation coefficient of training and LOO. SDEC and SDEP are the
standard deviations of calculation and prediction for internal validation.
R2ext and SDEPext are similarly defined applied to the external
validation.

Table 5: Comparison between Various 3D-QSAR
Methods and Models Generated by SE-COMBINEa

method descriptors Q2 LV compds
predictive

R2 SDEP

CoMFA 2184 0.63 5 72 0.65 0.52

CoMSIA 2184 0.75 9 72 0.84 0.35

MQS matrices 20/72 0.63 8 72 0.75 0.47

fragment QS-SM 15-25/95 0.69 8 69 0.92 0.51

SE-COMBINE Lig1C 477 0.58 3 72 0.64 0.57

SE-COMBINE Lig3C 1389 0.55 7 72 0.63 0.56
a The total number of descriptors in each model is given. The LOO

cross-validated Q2, number of latent variables (LV), compounds
(compds) in the training set, predictive R2 for the 16 compound
prediction set, and the SDEP.
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The loadings plot of PC 1 and PC 2 is shown in Figure
9.C. There are two clear clusters in the loading plot, the first
contains theEAB

core andE′AB descriptors and the second all the
EAB terms. Importantly, the derivation of the PWD ascribes
to EAB the binding information between the fragments. Figure
9.D takes a closer look at the 29EAB terms. The scores and
loadings in a PCA are related: the scores provide the
coordinates of the data in the so-called hyper-planes, and
the loadings present the direction of each dimension. The
loading plot sheds light on the reason clustering in the score
plot occurs, because the link between the two plots can be
made by comparing the position of the original variables in
the loading plot and the position of the compounds in the
score plot. His57 is a part of the catalytic triad of trypsin
and is prominent in the upper right quadrant of the loading
plot. This is in agreement with the score plot where groups

with smaller R2 group were found in that region. The
interaction of His57 and the inhibitors would be expected
to be greater with a larger R group. Trp215 in the lower
right quadrant dominates which is a key residue in theS3
pocket. Inhibitors with smaller R1 groups such as66 and69
are shown in the lower right quadrant. The residues that lie
between the upper quadrants make up the base of theS1
pocket, which interact with the benzamidine moiety of the
inhibitors. There is no obvious relationship between their
orientations in the loading plot and the score plot.

Principal Component Analysis: Model Lig3C. This
model contains 1389 energy descriptors, and a PCA model
was generated where 7 components account for 97% of the
variation in theX matrix as shown in Figure 10.A. The score
plot of PC 1 and 2 is shown in Figure 10.B with two
components explaining 71% of the variance in theX matrix.

Figure 13. Model Lig1C intermolecular interaction map (IMM) of the important EAB descriptors. The key residues of trypsin that
interact with the single fragment ligand (TAP) label the x-axis. The compounds on the y-axis are ordered with respect to activity.
The activity decreases from top to bottom. The legend indicates the magnitude of the unscaled descriptor in eV.
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Similar to model Lig1C the complexes are differentiated with
the R group size playing a large role. Very large R1 sub-
stituents lie to the left of the plot and decrease in size from
left to right. The R2 group sizes decrease from top to bottom.
In other words, PC 1 explains the variation in R1 and PC 2
explains the dissimilarity in R2. The corresponding loading
plot is shown in Figure 10.C, and again similar clustering
occurs as model Lig1C. However, a deeper understanding
of the key interactions can be constructed, due to the
fragmentation of the ligands. After pruning model Lig3B,
11 I-TOS, 11 I-PIP, and 23 I-APM EAB descriptors remained
where I denotes any amino acid residue of the protein. The
interactions between Trp215, Gln192, and Gly216 and the
fragmentTOS or R1 are shown in Figure 10.D as dominant
contacts. The larger the group at the R1 position results in a
greater interaction with Trp215. His57-, Gln192-, Leu99-,
and Ser195-PIP dominates PC 2. Ser195 is a part of the

catalytic triad where Leu99 lies between theS2 and S3
pockets. BothS2 andS3 are large pockets, and the results
confirm the optimization of the size and shape of R1 and
R2. Both interactions between the R groups and the residues
of each pocket are dominated by hydrophobic contacts. As
a way to demonstrate this, the change in activity by the
substitution of 4-methylpiperidide (4) by N-methyl (63) at
the R2 position results in a 2.25 log unit loss in activity.

Partial Least Squares: Model Lig1C.A PLS model is
generated to maximally explain the variance inX that
correlates withY. The statistical quantities of the Lig1C PLS
model are shown in Table 3 such asR2, Q2, SDEC, and SDEP
and the externally validated SDEC and SDEP.

R2 and Q2 plots against the number of latent variables
(LVs) are shown in Figure 11.A. TheR2 values gradually
increase with every additional latent variable as expected;
however, theQ2 value reaches a peak at 3 and tails off.

Figure 14. Model Lig3C PLS results. (A) R2 and Q2 versus number of latent variables. R2 is represented as solid circles and
Q2 as solid diamonds. (B) Observed versus calculated pKi values from internal validation. The red line represents the optimal
correlation, while the blue lines are a pKi unit from the optimal line. (C) Observed versus calculated pKi values from LOO cross-
validation. (D) Loading plot of latent variable 1 versus 2. (E) Loading plot of latent variable 3 versus 4.
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Therefore, the optimal dimensionality of the PLS model
involved 3 latent variables. Values higher than 0.5 forR2

were considered statistically significant. Values greater than
0.4 for Q2 were viewed as significant, and the optimal
relationship betweenR2 andQ2 is the case whereR2/Q2 )
1.43 Although model Lig1C does not satisfy this equality,
the 3 LV model explains 95% of theX matrix and 73% of
the Y vector with aQ2 of 0.59 and an SDEC of 0.45. The
externally validated SDEP value of 0.42 is similar to that of
the internal validation value, 0.56, and suggests a robust
model. The predicted pKi values are plotted against the
experimental values in Figures 11.B, and the values predicted
in the LOO cross-validation are shown in Figure 11.C.

When all the complexes were used to build the model,
ligands62 and77 were presented as outliers (residual pKi

greater than 1 pKi unit). Compounds48 and77 are similar
structures where a proton is replaced with a methyl group.
Model Lig1C predicts48 to have a pKi of 6.511 (6.658) with
a residual of 0.147. However, the predicted value of77 is
6.971 (5.886), a residual of 1.085. The methyl group in77
is pointing directly into solution, while48 has the ability to
form hydrogen bonds with surrounding water molecules. The
inclusion of solvation effects in our modeling would likely
improve our ability to accurately model77. Compound62
is also overestimated with a residual of 0.995. Nonetheless,
it is considered more important that the predicted pKi of
similar structures5 (6.328) and17 (6.544) follows the same
trend as that of the experimental values.

Using the LOO cross-validated approach the predicted
values29, 67, and 71 can also be identified as outliers.

Compounds29and71are closely related to the high affinity
ligand10. The order of the predicted pKi’s is incorrect when
compared to the experimental values. Compounds10, 29,
and71 are predicted to have activities of 6.514, 6.955, and
5.873, respectively. Compounds10 and 29 differ in the
orientation of the carboxylate group where Ser195 forms a
hydrogen bond with10, while Gln192 interacts with29. The
overestimation of the pKi for 29 is probably due to the strong
interaction with Gln192 that was “unseen” in the training
phase. The distribution of the descriptors in the PLS model
is shown in Figure 11.D where LV 1 is predominantly
defined by theEAB

core andE′AB descriptors and the Trp215EAB

term. Asp194, Pro225, and Gly196 define the second LV.
His57 and Leu99 make strong contributions to both LVs.

These dominant interactions can be verified by looking at
the PLS coefficient plots in Figure 12 and the Intermolecular
Interaction Map (IMM) in Figure 13. The IMM plot
highlights the dominantEAB terms between the ligands and
the receptor. IMMs allow the medicinal chemist to graphi-
cally represent the change in ligand fragment substitutions
with an associated change in intermolecular energy at the
residue level. For example, the interaction of77and48with
His57 can easily be distinguished. Also the interaction of
anthraquinone-2-sulfonyl (ACS) of14 interacting with Thr98
is highlighted. The optimization of the ACS-like fragment
with Thr98 may lead to stronger binding inhibitors. The score
plots of the first and second latent variable are shown in
Figure 11 (E and F). The compounds in the upper right
quadrant are of high affinity, while those in the lower left

Figure 15. Model Lig3C PLS coefficient plots. (A) Latent variable 1. (B) Latent variable 2. (C) Latent variable 3.
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quadrant have the lowest affinity.44 The compounds incor-
rectly explained by a latent variable lie on the off-diagonal.
Overestimated compounds populate the lower right quadrant,
and underestimated compounds occupy the upper left
quadrant. The first two LVs account for 94.18% of the
variance in descriptor space. There is a greater spread around
the optimal line in the score plot of the first LV than the
second. The tight binding compounds11and9 are correctly
placed in the upper right quadrant of the score plot for LV
2, while the weaker binders such as72 are also properly
placed in the lower left quadrant. This suggests the impor-
tance of theEAB descriptors even though they are in the
minority. In the case of compound11, the electronegative
oxygen atoms of the methyl ester on the piperazine group
are pointed intoS2, which is a favorable interaction. The
4-phenyl piperazide group of compound84 fills the S2

pocket and is predicted to have a high affinity. Compounds
10 and71 differ by the stereochemistry of their carboxylate
groups.10 is a high affinity inhibitor, while71 is a poor
inhibitor. 71 is overestimated in the model (see Figure
11.C,F), and the analysis of the score plot confirms this.

Partial Least Squares: Model Lig3C. The statistical
results for model Lig3C are shown in Table 3. The develop-
ment ofR2 andQ2 can be seen in Figure 14.A. The 7 LV
model has anR2 of 0.74, aQ2 of 0.58, an SDEC of 0.45, an
SDEP of 0.57. This model explains 96% of theX matrix
and 74% of the activity variation. The external validated
SDEP of 0.51 is similar to that of the internal LOO validated
value thus suggesting a robust and predictive model. Statisti-
cally Lig1C and Lig3C are very similar; however, in terms
of interpretability Lig3C is far superior. Lig3C allows the
modeler to assess the interaction energy change upon

Figure 16. Model Lig3C intermolecular interaction map (IMM) of the important EAB descriptors. The key residues of trypsin that
interact with the triple fragment ligand (APM, TOS, and PIP) label the x-axis. The compounds on the y-axis are ordered with
respect to activity. The activity decreases from top to bottom. The legend indicates the magnitude of the unscaled descriptor in
eV.
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fragment substitution. The predicted pKi values are plotted
against the experimental values in Figure 14.B, and the values
predicted by LOO cross-validation are shown in Figure 14.C.
The compounds62 and 67 are outliers in the model.
Compounds29, 53, 68, 72, and84 are also outliers in the
LOO scheme. The loading plot for LV 1 versus LV 2 and
LV3 versus LV 4 are shown in Figure 14D,E. The interac-
tions of Ser195, Gln192, Leu99, and His57 with the fragment
PIP dominates the first LV, while the interactions of Ser190
and Pro225 with the fragmentAPM dictates the second LV.
LV 3 is characterized by the Trp215 interaction with frag-
mentTOS, and LV 4 is distinguished by the interaction of
Wat235, Ser217, and Trp215 withAPM . The coefficient
plots of the first three latent variables are shown in Figure
15, which complement the loading plots. Similar to the Lig1C
model an IMM can help to decipher the reasons for outliers
and low affinity of certain inhibitors. The IMM of the
importantEAB descriptors are shown in Figure 16. The vari-

ance in activity of the inhibitors can be predominantly
explained by the interactions with the amino acid residues
listed above. Interestingly, Asp189 is not significant in the
model; however, as shown in the IMM, the interactions with
Asp189 are strong and are essential for binding.

Compound62presents as an outlier in both SE-COMBINE
models. Ligand62 is overestimated in this model with a
residual value of 1.092 pKi units. Similar to model Lig1C
the trend of predicted activity values of5, 17, and62 are in
the same order as experiment. The predicted value for77 is
overestimated compared to48, which is a similar result to
model Lig1C in both training and cross-validation. The IMM
highlights the difference between the two by considering the
interaction between His57 andPIP. The interaction is
stronger for77 compared to48 and results in overbinding.
The interactions of Gln192 andPIP of compounds71, 29,
and67 are stronger compared to the rest of the compounds
as shown in the IMM. The activity of29 is overestimated
compared to compounds10 and 71 due to the strong
interaction with Gln192.53and67 interact with Phe41 deep
in the S2 pocket; however, this does not translate into
increased activity. The activity values are concentrated
between 5.5 and 7 pKi units, and so the modeling of
compound72 is challenging due to its low activity.72 is a
leverage point, meaning that it has a high influence on the
model. Experimentally the addition of a carboxylate group
to 78 creating60 causes a pKi drop of 1.561. The IMM
suggests that the carboxylate interacts favorably with Gln192;
however, poorer binding activity results.

Model Lig1C and Lig3C Derived using Predefined
Training and Prediction Sets. To test the ability of SE-
COMBINE to be used in a real lead optimization situation
QSAR models were built using the training and prediction
sets outlined by Bo¨hm et al. where the first 72 compounds
were placed in the training set and the remaining 16
compounds made up the prediction set. Two different studies
have been carried out using this division of the data set.
Böhm et al.35 reported a CoMFA and CoMSIA study in 1999
and Robert et al.37 described a quantum similarity study in
2000. Again, the Lig1C and Lig3C descriptors were used to
construct two QSAR models, and the results of these models
are shown in Table 4. The plots of observed versus predicted
activity values of both the training and prediction sets for
both models are shown in Figure 17. The predicted pKi

residual of compound77 in model Lig1C is greater than one
pKi unit, while62, 67, and84have similar residuals in model
Lig3C. A comparison was then made between the different
methods used to predict the binding affinity of the 88
compounds to trypsin. On initial inspection the SE-
COMBINE methods seems to underperform its nonreceptor
based counterparts as shown in Table 5. The CoMSIA
approach has the highestQ2 value of 0.75 and the lowest
SDEP. The CoMSIA approach calculates the steric oc-
cupancy, partial atomic charges, local hydrophobicity, and
hydrogen-bond donor and acceptor properties at each grid
point. Currently, SE-COMBINE only considers the electro-
static interaction between the receptor and ligand, and such
effects as receptor and ligand desolvation and dispersion are
neglected. On the basis of this, it is not an unexpected result

Figure 17. Models Lig1C and Lig3C derived using the training
(circles) and prediction (diamonds) sets outlined by Böhm et
al. (A) Model Lig1C. (B) Model Lig3C. The red line represents
the optimal correlation, while the blue lines are a pKi unit from
the optimal line.
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that SE-COMBINE does not perform as well as these
methods. The Fragment QS-SM method removed three
compounds from the training set; however, theQ2 is still
only 0.69, and it has an SDEP of 0.51 which is similar to
the SE-COMBINE models. The QSM methods have a high
number of LVs compared to the number of descriptors, and
overfitting could be an issue as well.

Conclusion
This research describes the derivation and implementation
of a new receptor-based QSAR called SE-COMBINE. The
validation of SE-COMBINE was used as an investigation
of the interactions between trypsin and a series of inhibitors.
The interactions between key residues of the protein and
fragments of the ligand were elucidated, and their changes
were compared to experimental data. The research shows
that SE-COMBINE can be used in a lead optimization
scheme in structure-based drug-design. This method allows
the chemist to investigate the gain or loss of interaction
energy upon fragment substitution. SE-COMBINE was not
directly compared to another receptor-based method as a
control experiment; however, considering that SE-COMBINE
includes effects such as charge transfer and polarization, it
is possible that it would outperform its molecular mechanics
counterparts, such as COMBINE and MM/PBSA. The
models generated using SE-COMBINE were competitive
when compared to nonreceptor based QSARs, considering
that it uses an incomplete energy function.

The decomposed interaction energies have shed light onto
the key interactions between trypsin and a series of benza-
midine-based inhibitors. Using current statistical and graphi-
cal tools PWD and SE-COMBINE has the potential to be a
powerful technique in structure-based drug design. From the
detailed analysis of the protein-ligand interactions, predic-
tions of new and improved inhibitors can be made. Model
Lig3C highlighted the important ligand fragment-protein
residue interactions and thus allows a computational chemist
to create hypothetical virtual compounds and predict their
activity using the model. For example, the ACS group of14
could be optimized to enhance the interactions with Thr98
or modify other scaffolds to include this interaction.

SE-COMBINE is not limited to drug design. Problems
such as protein-decoy-discrimination, protein stability, and
protein metal ion selectivity and in silico protein mutagenesis
studies can be targeted using this approach. Investigating
such problems with SE-COMBINE can only lead to a better
understanding of molecular stability, recognition, selectivity,
and ultimately a more complete understanding of molecular
interactions.

SE-COMBINE in its current form does not decompose a
complete energy function. Recent developments have shown
that the solvation free energy of binding can be partitioned
using either a Generalized-Born or Poisson-Boltzmann
approach. Dispersion effects are neglected in QM methods.
These could easily be included in the form of a Lennard-
Jones ((1/R6)) potential. The attractive part of the LJ potential
lends itself to be partitioned; in fact it is widely used in MM
potentials. The entropy term of the master binding equation
thus remains. Entropy is not an intermolecular interaction,

and so it is almost impossible to have a complete pairwise
function. However, it could easily be added to the potential
function without being partitioned. Hence, future work will
add solvation, dispersion, and entropy components to SE-
COMBINE which, in effect, would result in a pairwise
QMSCORE.25
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Abstract: We present a new implementation of symmetry-adapted perturbation theory of

intermolecular interactions based on Kohn-Sham description of monomers. With density-fitting

of molecular integrals, the scaling of the computational cost of the method is reduced from the

sixth to the fifth power of the system size. Computational requirements of some operations scaling

as the fifth power have also been significantly reduced. The new method allows an accurate

treatment of molecules consisting of as many as a few dozen of atoms, using both nonhybrid

and hybrid density functionals.

I. Introduction
Structure and properties of various atomic and molecular
systems, from clusters to condensed phases to biological
molecules, are determined by weak intermolecular interac-
tions, also referred to as van der Waals interactions. These
effects have been successfully studied ab initio, both within
the supermolecular framework, using the coupled-cluster
method and many-body perturbation theory, and perturba-
tively in intermolecular interaction operatorV, using methods
such as symmetry-adapted perturbation theory (SAPT).1-3

Unfortunately, the computational cost of the wave function-
based approaches increases prohibitively fast with system
size N, as O(N7) for methods including triple excitations.
Density functional theory (DFT) is much less time-consum-
ing; however, the existing versions of DFT, when applied
within the supermolecular approach, fail to reproduce the
dispersion interaction, an important part of the van der Waals
force. This problem is due to the fact that dispersion forces
result from long-range correlations between electrons, whereas
the current exchange-correlation potentials model only local
correlation effects.

Another approach to the calculations of interaction energies
is based on SAPT but utilizes the description of the
interacting monomers in terms of Kohn-Sham (KS) orbitals
and orbital energies, a method now called SAPT(KS). The
predictions of the original version of this approach, proposed
by Williams and Chabalowski,4 were rather poor, and these

authors conjectured that the reason could be the wrong
asymptotic behavior of the KS electron densities. In a
subsequent development, Misquitta and one of the present
authors5 and independently Hesselmann and Jansen6,7 have
shown that indeed if the asymptotic behavior is corrected,
the accuracy of the electrostatic, exchange, and induction
terms greatly improves. Only the dispersion component was
still inaccurate. This problem was found8,9 to be due to the
use of a formula asymptotically related to uncoupled dynamic
polarizabilities. When, instead, the dispersion energies were
calculated from frequency-dependent density susceptibility
(FDDS) functions, also referred to as propagators, obtained
from the time-dependent DFT (TD-DFT) theory at the
coupled Kohn-Sham (CKS) level, the results became very
accurate. The SAPT approach based on asymptotically
corrected KS calculations and on CKS FDDS’s was pro-
posed in ref 10 and referred to as SAPT(DFT). The method
can be shown to be potentially exact for all major compo-
nents of the interaction energy (asymptotically for ex-
change interactions) in the sense that these components
would be exact if the DFT description of the monomers were
exact.5,8,11 Applications to a number of small dimers have
shown that SAPT(DFT) provides surprisingly accurate
individual interaction components, often more accurate than
the standard SAPT at the currently programmed level.10,11

Applications to larger dimers were presented in refs 12
and 13.
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The nominal scaling of SAPT(KS) isO(N5) and that of
SAPT(DFT) isO(N6), in both cases significantly better than
the O(N7) scaling of the regular SAPT. Despite this better
scaling, it was not feasible to apply SAPT(DFT) to very large
systems, e.g., the ones of biological interest, since theO(N6)
scaling is still too steep. Also, someO(N5) terms of SAPT-
(DFT) were time-consuming. In ref 8, a partial solution to
this problem was proposed based on the density-fitting (also
called the resolution of identity) technique,14-19 which
allowed for reducing the scaling of the CKS dispersion
energy calculations fromO(N6) to O(N3). However, the
construction of the TD-DFT propagators present in the
expression for this energy still requiredO(N6) operations. If
monomer-centered basis sets were employed, the propagators
could be obtained just once for each monomer and then
reused (after appropriate translations and rotations) for all
dimer geometries. Thus, the construction of the propagators
would only be a one-time expense, insignificant compared
to the computational effort of obtaining the whole potential
energy surface. However, for sufficiently large systems, or
when only a single point on the surface is needed, calcula-
tions of the propagators could still be the bottleneck.
Moreover, the convergence of the dispersion energy is much
faster if the propagators are expanded in dimer-centered basis
sets rather than in the monomer-centered ones.

Recently, Hesselmann et al.20 presented an implementation
of a method similar to SAPT(DFT), referred to by them as
DFT-SAPT. The density-fitting techniques allowed these
authors to reduce the scaling of the cost of calculating the
CKS propagators toO(N4) [with O(N5) overall scaling of
the full interaction energy calculation]. However, this ap-
proach cannot be applied to hybrid functionals, and the
authors of ref 20 suggested using an approximate expression
for the Hartree-Fock exchange term,21 which significantly
increased the computational cost. Moreover, the formulation
of ref 20 is valid only if all calculations are done in the full
basis set of the dimer, which may not be optimal for larger
systems.

Recently, we have proposed a new algorithm for calculat-
ing the CKS propagators and dispersion energies based on
density fitting that can be used with all functionals, including
the hybrid ones.22 The method scales asO(N5) for hybrid
functionals and is equivalent to the formalism of ref 20 for
the nonhybrid ones.

In this paper we present a complete implementation of
SAPT(DFT) based on density fitting, more general than the
implementation of ref 20. Also, in contrast to the latter
formulation, all interaction energy components that do not
depend on the CKS propagators are evaluated from molecular
orbitals, using the standard expressions available in the
SAPT2002 code.23 Apart from the CKS propagators, the
density fitting is also used to speed up the transformation
that generates molecular integrals needed in these expres-
sions. The outcome is a method with the overall scaling of
O(N5), applicable to both nonhybrid and hybrid functionals,
and capable of utilizing both dimer- and monomer-centered
basis sets, including the so-called “monomer-centered-plus”
bases of ref 24. The precise definition of the SAPT(DFT)
approach is presented in section II. Section III discusses the

density-fitting approximation used to simplify the transfor-
mation of two-electron integrals and CKS calculations. The
details of the implementation and an analysis of computa-
tional costs are presented in section IV, followed by a
discussion in section V of the results obtained for some
model systems. Section VI contains conclusions.

II. SAPT(DFT) Method
The SAPT(DFT) method has its roots in the wave function-
based SAPT, described in detail in a number of reviews.1-3

In SAPT, the total Hamiltonian of the dimerAB is partitioned
as

whereFX andWX are the Fock operator and the intramono-
mer correlation operator, respectively, of monomer X (WX

) HX - FX with HX denoting the full Hamiltonian of
monomer X), andV is the intermolecular interaction operator.
A perturbation theory, starting from the product of Hartree-
Fock (HF) determinants of the monomers as the zero-order
wave function, gives then the interaction energy in the form
of an expansion

where the indicesi and j denote orders with respect to the
operatorsV andW ) WA + WB, respectively. The polariza-
tion terms (with subscript “pol”) result from the standard
Rayleigh-Schrödinger perturbation theory, whereas the
exchange terms (with subscript “exch”) arise from antisym-
metrization of the dimer wave function in each order. The
polarization corrections of the first order inV describe the
electrostatic interactions between unperturbed monomers and
are therefore denoted byEelst

(1j). The second-order corrections
can be split into the induction and dispersion components,
Epol

(2j) ) Eind
(2j) + Edisp

(2j) and Eexch
(2j) ) Eexch-ind

(2j) + Eexch-disp
(2j) . In

most applications, it is sufficient to truncate the expansion
2 at the second order inV. If, in addition, all intramonomer
correlation corrections are neglected, one obtains the fol-
lowing approximation to the interaction energy (termed
SAPT0 without response)

All terms on the right hand side of eq 3 can be expressed
in terms of integrals over HF molecular orbitals of the
monomers and orbital energies. In ref 4, Williams and
Chabalowski proposed to replace the HF orbitals and energies
in these expressions by the ones obtained from DFT Kohn-
Sham calculations, hoping that this would compensate for
the neglect of intramonomer correlation in the approximation
of eq 3. Formally, such an approach corresponds to splitting
the dimer Hamiltonian as

(with KX denoting the Kohn-Sham operator of monomer X

H ) FA + FB + V + WA + WB (1)

Eint ) ∑
i)1,j)0

(Epol
(ij ) + Eexch

(ij ) ) (2)

Eint ) Eelst
(10) + Eexch

(10) + Eind
(20) + Edisp

(20) + Eexch-ind
(20) + Eexch-disp

(20)

(3)

H ) KA + KB + V + WA
KS + WB

KS (4)
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and WX
KS ) HX - KX) and truncating the resulting pertur-

bation theory at zeroth order inWX
KS.

The original proposal of ref 4 suffered from two funda-
mental problems. First, most of the commonly used exchange-
correlation potentialsVxc do not exhibit the proper asymptotic
behaviorVxc(r)f - 1/r + I + εHOMO, whereI is the ionization
potential andεHOMO is the highest occupied molecular orbital
eigenvalue. As it was pointed out in refs 4-7, meaningful
interaction energies can only be obtained after an asymptotic
correction is applied to the exchange-correlation potential.

The second problem with the formulation of ref 4 was
that the expression forEdisp

(20) evaluated with KS orbitals and
orbital energies does not correctly reproduce the dispersion
energy. To remedy this flaw, it has been proposed8,9 to make
use of the generalized Casimir-Polder expression,25-27 relat-
ing the dispersion energy to frequency-dependent density
susceptibilities,RX(r, r′|u), X ) A, B

where the FDDSs are computed at imaginary frequencies
iu. The expression 5 gives the exact second-order dispersion
energy as long as the FDDSs are exact. Within the DFT
framework, accurate FDDSs can be computed in the CKS
approach. Using these FDDSs in eq 5, one obtains a quantity
we shall refer to asEdisp

(2) (CKS), which was shown8-10 to
provide a very good approximation to the dispersion energy.
Likewise, the induction energy can be computed using the
expression28

whereωX denotes the electrostatic potential generated by
monomer X:

In the equation above,FX(r ) is the electron density of
monomer X, andVnuc,X(r ) is the nuclear potential of X. This
expression gives the exact second-order induction energy as
long asFX(r ) and FDDSs at zero frequency are exact. Thus,
eqs 5 and 6 together give the exact second-order polarization
energy. If expression 6 is computed with uncoupled KS
FDDSs and the KS electron densities, the result is equivalent
to the calculation ofEind

(20) with KS orbitals and orbital
energies. If instead the FDDSs at the CKS level are used,
one obtains a quantity which we shall refer to asEind

(2)(CKS).
The KS electron densities are always obtained from asymp-
totically corrected calculations.

The total SAPT(DFT) interaction energy (up to second
order inV) can now be defined as10

where the terms with CKS label result from the coupled
Kohn-Sham approach, whereas the terms labeled KS are
obtained by using Kohn-Sham orbitals and orbital energies
to compute the corresponding quantities on the right hand
side of eq 3. Since the exact expressions for the exchange-
induction and exchange-dispersion corrections at the CKS
level are not known, we use approximations to these
quantities obtained by scaling their KS counterparts:

The approximate nature of these expressions is indicated by
the tilde sign. The accuracy of these approximations was
tested on small benchmark systems and was shown to be
adequate.10,11

The SAPT(DFT) interaction energy of eq 8 has been
shown in ref 10 to provide a very good approximation to
the most accurate available values computed by wave
function-based methods. The success of the method can be
attributed mostly to the ability of DFT to accurately
reproduce molecular densities and response properties. Since
the expensive intramonomer correlation terms are avoided
[in particular, a SAPT(KS) calculation includes only the
expressions given in eq 3], the computational cost of SAPT-
(DFT) is lower than that of the conventional ab initio
methods which have to include these terms to achieve
acceptable accuracies. In SAPT(KS), once the integrals over
molecular orbitals are available, the computation of all terms
in eq 3 takes virtually negligible time compared to the regular
SAPT calculation at the complete currently available level
of theory. This is due to theO(N5) vs O(N7) scaling of the
two methods, and in addition to the fact that forEexch-disp

(2) ,
the only correction in eq 3 that scales asO(N5), the precise
scaling isO(o3V2), with o and V denoting the numbers of
occupied and virtual orbitals, and in most caseso , V. In
consequence, SAPT(KS) calculations are dominated by the
integral transformation which, for the corrections needed,
scales asO(on4), wheren ) o + V. In SAPT(DFT), however,
there are three steps which, for most systems, are more time-
consuming than the transformation. (a) The construction of
the TD-DFT matrices which requires a numerical evaluation
of four index integrals involving the derivative ofVxc and
scales asO(o2V2g), whereg is the number of integration
points. Sinceg increases with the system size, this integration
is an O(N5) process. (b) The evaluation of the TD-DFT
propagators, which requires multiplications and inversions
of large matrices and scales asO(N6). (c) The calculation of
the CKS dispersion energy from the propagators. These three
bottlenecks were addressed in refs 8, 10, 20, and 22 and
sped up by using density fitting techniques and iterative
matrix inversion methods, resulting in scalings of at the most

Edisp
(2) ) - 1

2π ∫0

∞
du

∫ RA(r1,r ′1| iu)RB(r2,r ′2| iu)
dr1dr2

|r1 - r2|
dr ′1dr ′2

|r ′1 - r ′2|
(5)

Eind
(2) ) 1

2∫ ωB(r )RA(r ,r ′|0)ωB(r ′)drdr ′ +

1
2∫ ωA(r )RB(r ,r ′| 0)ωA(r ′)drdr ′ (6)

ωX(r ) ) ∫ FX(r ′)
|r - r ′|dr ′ + Vnuc,X(r ) (7)

Eint
SAPT(DFT)) Eelst

(1) (KS) + Eexch
(1) (KS) + Eind

(2)(CKS) +

Ẽexch-ind
(2) (CKS) + Edisp

(2) (CKS) + Ẽexch-disp
(2) (CKS) (8)

Ẽexch-ind
(2) (CKS) ) Eexch-ind

(2) (KS) × Eind
(2)(CKS)

Eind
(2)(KS)

(9)

Ẽexch-disp
(2) (CKS) ) Eexch-disp

(2) (KS) × Edisp
(2) (CKS)

Edisp
(2) (KS)

(10)
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O(N5) and greatly reduced prefactors. With these improve-
ments, the integral transformation becomes the most time-
consuming step of a SAPT(DFT) calculation for a wide range
of systems. In the following sections, we will show how the
cost of the transformation can be reduced using density fitting
ideas. We will also describe changes that had to be
implemented to use the asymptotic correction with the
DALTON29 set of computer codes and develop the density
fitting method for the CKS induction energy.

III. Density Fitting Approximation
Two-electron integrals occurring in electronic structure theory
can be written in terms of generalized densities, defined as

whereφi and φj are any molecular orbitals of the system
considered. The idea of density fitting is to approximate the
densityFij by

where øK, K ) 1,..., Naux, are auxiliary (fitting) basis
functions, usually atom-centered Gaussian orbitals. We
assume for simplicity that the auxiliary basis set is identical
for all the densities, but, in general, it may depend oni, j.
The error introduced by the fitting can be quantified in terms
of the functional

wherew(r 1,r 2) is a weight factor. In our implementation,
we setw(r 1,r 2) ) 1/|r 1 - r 2|, as recommended in ref 16 for
fitting electron repulsion integrals. The fit coefficientsDK

ij

are obtained by minimizing the functional 13, which leads
to the following expression

where

IV. Implementation
A complete SAPT(DFT) calculation for one dimer geometry
consists of several steps implemented as separate programs.
First, the Kohn-Sham calculations are performed for both
monomers, followed by the integral transformation. The
transformed integrals are then used to generate the CKS
propagators and to obtain the induction and dispersion
energies. Finally, the standard code from the SAPT2002
suite23 is invoked to compute corrections labeled “KS” in

eqs 8-10. In the following sections, each of these steps is
discussed in more detail.

A. Asymptotically Corrected Kohn-Sham Calculation.
In the current version of SAPT(DFT) codes, the Kohn-Sham
orbitals and orbital energies for monomers are obtained from
the DALTON program.29 The previous version was inter-
faced with the CADPAC program30 which included the
asymptotic correction in Kohn-Sham calculations. We have
implemented this correction in DALTON in the following
way. Using the densityF(r ) from uncorrected Kohn-Sham
calculations, the Fermi-Amaldi asymptotic potential31 is
computed as

whereNel denotes the number of electrons. This potential is
shifted to obtain the final asymptotic form

The ionization potentialI can be taken from experiment or
from a separate ab initio or DFT calculation. The splicing
scheme of Tozer and Handy31 is then used to connect
Vxc,as(r ) with the standard short-range part. For the splicing
scheme, we used Bragg radii factors of 3.0 and 4.0 as
recommended in ref 32. The Fermi-Amaldi asymptotic
potential will not represent well the true asymptotic potential
for large molecules, in particular for long polymers. It has
been shown in ref 11 that the asymptotic correction improves
the results for the water dimer, but its effects are small for
the carbon dioxide dimer. For larger molecules to which
SAPT(DFT) has been applied, there are no sufficiently
accurate benchmarks to determine the accuracy of the Fermi-
Amaldi approximation. It is possible, however, that the
detailed shape ofVxc,as(r ) is not very important as long as
the energy shift in eq 18 is correct. We plan further
investigations of these problems in near future.

The asymptotically correctedVxc is computed on a grid
and then used to obtain Kohn-Sham orbitals. These steps
are repeated until convergence (with unchangedVxc,FA, but
with updatedεHOMO). The use of asymptotically corrected
Vxc requires modifications in Kohn-Sham procedures. In the
standard Kohn-Sham DFT,Vxc is defined as the functional
derivative of the exchange-correlation energyExc )
∫Fxc(F,∇F)dr , whereFxc is the exchange-correlation kernel.
In generalized-gradient approximation (GGA) Kohn-Sham
calculations,Vxc is not evaluated explicitly. Instead, integra-
tion by parts is used in all integrals involvingVxc to avoid
second derivatives of the density. This method is not
applicable to asymptotically correctedVxc sinceFxc is now
not known in the asymptotic region. Therefore, we had to
modify DALTON codes to be able to use the explicit
formula33 (in the short-range region)

where Fδ and Fδγ are the first and second derivatives,
respectively, of the density with respect to Cartesian coor-

Fij(r ) ) φi(r )φj(r ) (11)

F̃ij(r ) ) ∑
K

Naux

DK
ij øK(r ) (12)

∆ij ) ∫ dr1dr2 [Fij(r1) - F̃ij(r1)][Fij(r2) - F̃ij(r2)]w(r1,r2)

(13)

DK
ij ) ∑

L

[J-1]KL(ij | L) (14)

(ij |L) ) ∫ dr1dr2

φi(r1)φj(r1)øL(r2)

|r1 - r2|
(15)

JLK ) ∫ dr1dr2

øL(r1)øK(r2)

|r1 - r2|
(16)

Vxc,FA(r ) ) - 1
Nel

∫ F(r ′)
|r - r ′|dr ′ (17)

Vxc,as(r ) ) Vxc,FA(r ) + I + εHOMO (18)

Vxc )
∂Fxc

∂F
- ú

∂
2Fxc

∂ú∂F
- 1

ú
∂Fxc

∂ú
Fγγ -

1

ú2(∂2Fxc

∂ú2
- 1

ú
∂Fxc

∂ú )FγFγδFδ (19)
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dinatesδ, γ, ú ) (Fx
2 + Fy

2 + Fz
2)1/2 is the length of the

density gradient and explicit summation of repeated indices
is assumed.

The coefficients of the converged asymptotically corrected
Kohn-Sham orbitals and orbital energies are stored on disk
for further processing. If a monomer-centered basis set is
used, one-electron atomic integrals in a dimer basis set are
computed in the next step (if a dimer-centered basis set is
used, these integrals are already computed during monomer
DFT calculations).

B. TD-DFT Kernel Integral. For the purpose of the
TD-DFT calculations, it is necessary to evaluate, for each
monomer, the matrix elements of the form34,35

wherea, a′ and r, r′ refer to the occupied and virtual KS
orbitals, respectively. Notice that in the asymptotically
corrected SAPT(DFT) approach, the standard, uncorrected
Vxc is used in eq 20 since the derivative ofVxc,ac cannot be
computed in practice. However, the orbitals are from
asymptotically corrected KS calculations.

The cost of calculating eq 20 scales asO(o2V2g), i.e, an
overall O(N5) scaling, and is quite significant since the
numerical integration requires very fine grids. References
20 and 22 described the implementation of the density-fitting
in the evaluation of the integral 20. If the productφa′φr′ is
approximated using eq 12, one only needs to compute and
store the matrix elements

which reduces the scaling by a factor ofoV/Naux. The
integration in eq 21 is performed using the same quadrature
as in the DFT calculations.

We have implemented in ref 22 the density fitting only
for the local-density approximation (LDA) kernels in eq 20
[all other stages in a TD-DFT/GGA calculation contain the
proper GGAVxc]. The use of the LDA kernel has been shown
to result in small differences, below 1%, in dispersion
energies compared to the GGA kernels.10 This accuracy
should be more than sufficient for the intended applications
of the density-fitting technique, i.e., for very large systems.
An implementation of this technique to GGA kernels is
possible but would be significantly more complicated than
in the LDA case. One should first point out that the form of
integral 20 is strictly speaking valid only for the LDAVxc

potential, and the derivative is then just the standard partial
derivative. For GGA kernels, this integral cannot be written
as a product of four orbitals times a function ofr independent
of the indices of the orbitals. The most straightforward form
of this integral [eq 25 in ref 36] includes terms containing a
product of two orbitals, up to second derivatives of two other
orbitals, up to second derivatives of density, and up to third
derivatives ofFxc. This expression would be significantly
more time-consuming to compute compared to the LDA
kernel. If integration by parts is applied, one can obtain a
more manageable integral containing only the first derivatives

of density and orbital products and second derivatives ofFxc,
see eq 23 in ref 33. Unfortunately, an application of density
fitting techniques to this integral would be difficult since
some terms do not contain orbital products but only their
derivatives, and fitting such derivatives is numerically more
difficult than fitting orbital products only.

C. Integral Transformation. All quantities in eq 8 are
given in terms of one- and two-electron integrals over
molecular orbitals (and propagators for the CKS terms). After
the techniques presented in refs 10, 20, and 22 (see also
section IV D) are applied and theO(N6) terms eliminated,
the two-electron transformation with the nominal scaling of
O(N5) becomes the most time-consuming part of SAPT(DFT)
for a wide range of systems. Although there are other com-
ponents scaling asO(N5) remaining, the conventional trans-
formation has the largest prefactor. However, as it will be
shown below, the transformation can greatly benefit from
density fitting.

The objective of the two-electron transformation is to
compute molecular integrals

where i, j, k, and l label molecular (occupied or virtual)
orbitals of monomerA or B, expanded in terms of atomic
(and possibly midbond) basis functionsψµ, e.g., φp )
∑µcµpψµ. The integral written above can be expressed using
the densities of eq 11 as

By inserting eq 12 into eq 23, one obtains

where

with JKL defined in eq 16. Since we use dimer-centered
auxiliary basis sets,øK andøL are always from the same basis
set. By inserting eq 14 into eq 25, we obtain

and eq 24 then reads

The integrals (ij |K) are obtained by transforming the 3-center
atomic orbital (AO) integrals (µν|K)

∫ φa(r )φr(r )φa′(r )φr′(r )
∂Vxc

∂F
dr (20)

∫ φa(r )φr(r )øK(r )
∂Vxc

∂F
dr (21)

(ij |kl) ) ∫ dr1dr2

φi(r1)φj(r1)φk(r2)φl(r2)

|r1 - r2|
(22)

(ij |kl) ) ∫ dr1dr2

Fij(r1)Fkl(r2)

|r1 - r2|
(23)

(ij |kl) ≈ ∑
KL

DK
ij DL

klJKL ) ∑
K

DK
ij D̃K

kl (24)

D̃ij
K ) ∑

L

DKL
ij JL (25)

D̃K
kl ) (kl|K) (26)

(ij |kl) ≈ ∑
K

DK
ij (kl|K) (27)

(µj|K) ) ∑
ν

cνj(µν|K) (28)

(ij |K) ) ∑
µ

cµi(µj|K) (29)
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wherecνi are molecular (Kohn-Sham) orbital coefficients
and (µi|K) are partially transformed integrals.

In our implementation, the 3-center (µν|K) and 2-center
JKL integrals are first calculated in the full, dimer-centered
basis set using the integral package adopted from the
GAMESS-US code.37 If monomer-centered basis sets are
used, the required integrals for monomerA andB are also
extracted from this file. Then, the 3-center integrals are
contracted according to eq 28, where the orbital coefficients
may correspond to the monomerA or B depending on the
computed integral. This step scales asO(wn2Naux), wherew
) o or V depending on the contraction indexi, andn is the
total number of orbitalsn ) o + V. One cannot avoidi being
a virtual index for (ab|rs)-type integrals only, wherea, b
denote occupied andr, s denote virtual indices (these
integrals are required for the TD-DFT matrices with hybrid
functionals and for the third-order terms, see section IV D).
Since in this case the resulting set of semitransformed
integrals (µj|K) can be large, the transformation is done out-
of-core, i.e., with only a part of the integral matrix stored in
memory. Although such a transformation requires more disk
operations than an in-core one, it scales only asO(N4), and,
therefore, for larger systems it is only a small part of the
whole calculation. The intermediate semitransformed inte-
grals are stored and reused for all integrals that share the
same intermediate. Next, the contractions of eq 29 are
performed, and the resulting 3-center integrals are also stored.
This step scales asO(ww′Naux), wherew′ ) o or V depending
on the contraction indexj. The smaller sets of the 3-index
intermediates are stored in memory, whereas the larger ones
are stored on disk and then read in batches that can fit into
memory.

After the integrals are computed, the matrixJ of eq 16 is
inverted in anO(Naux

3 ) step, and then the fit coefficients of
eq 14 are computed at a cost ofO(ww′Naux

2 ) (with w, w′
equal too or V) and stored on disk as the file size isww′Naux

which can be fairly large. Finally, the transformed 4-index
integrals are obtained from eq 27 and stored on disk. This
final step scales at most asO(o2V2Naux), or O(N5), the highest
formal scaling in the whole transformation procedure. The
o2V2 part of the scaling is due to the fact that molecular
integrals required by SAPT(DFT) have no more than two
virtual indices.

Although the transformation described above has the
same nominalO(N5) scaling as the conventional transfor-
mation, the operation count is reduced compared to the
latter one [the cost of the latter procedure isO(on4)].
Moreover, the density fitting brings additional advantages19

due to the smaller size of the atomic integral file (3-index,
instead of 4-index), reducing the IO-operation count and
simplifying the usage of very efficient matrix algebra routines
in eq 24.

D. CKS Induction Energies. We have shown in ref 22
how the CKS dispersion energies can be efficiently computed
using density-fitting techniques. Here we apply the same
method to the CKS induction energies. The CKS FDDS
appearing in eqs 5 and 6 can be expressed35,38 as linear
combinations of products of occupied and virtual orbitals of
a given monomer. For monomerA we have

where the coefficient matrixCA(iu) is obtained from the
equation

with I oV denoting theoV × oV unit matrix and the matrices
H(i), i ) 1, 2, given by34

The diagonal matrixd is defined in terms of orbital energies
εp asdar,a′r′ ) δaa′δrr ′(εr-εa), whereas the remaining matrices
are given by34

where 0 e ê e 1 is the fraction of the Hartree-Fock
exchange applied in a given DFT functional. Notice that
although we use LDA kernel in eq 34 in the density-fitted
approach, the parameterê is the same as in the hybrid DFT
method applied. The exchange part of the LDA’sVxc is
appropriately scaled. Some terms representing current den-
sity, which give negligible contributions for the prob-
lems considered here,35 have been neglected inH(2). Equa-
tions analogous to eqs 30-36swith orbitals and orbital
energies of monomerA replaced by those of monomer
Bsdescribe the propagatorRB(r,r′|iu).

To place calculations of the CKS induction energies in
the context of the complete SAPT(DFT) calculations, let us
briefly recall the approach of refs 8, 10, and 22 for the CKS
dispersion energies. Inserting expansions 30 for monomers
A and B into formula 5, the following expression for the
CKS dispersion energy is obtained

The time requirements of expression 37 and the solution of
eq 31 both scale asO(o3V3) or O(N6). Thus, for largeo and
V, evaluation ofEdisp

(2) (CKS) from eq 37 becomes the most
time-consuming step of the SAPT(DFT) calculation. It should
be emphasized at this point that the calculation of dispersion
energy according to formula 37 requires thefull propagator
matrices CA(iu) and CB(iu) computed at a number of
imaginary frequencies. This is in contrast to typical TD-DFT
calculations, where only aVectorquantityCXw is of interest,
wherew is a column vector ofoV matrix elements represent-
ing some perturbation of the system. Multiplying both sides
of eq 31 on the right byw, one obtains a system of linear

RA(r,r′|iu) ) ∑
ara′r′

Car,a′r′
A (iu)φa(r)φr(r)φa′(r′)φr′(r′) (30)

(H(2)H(1) + u2IoV)C
A(iu) ) -4H(2) (31)

H(1) ) d + 4H0
(1) + Hr

(1) (32)

H(2) ) d + Hr
(2) (33)

(H0
(1))ar,a′r′ ) (ar|a′r′) + ∫φaφrφa′φr′

∂Vxc

∂F
dr (34)

(Hr
(1))ar,a′r′ ) -ê[(aa′|rr ′) + (ar′|a′r)] (35)

(Hr
(2))ar,a′r′ ) - ê[(aa′|rr ′) - (ar′|a′r)] (36)

Edisp
(2) (CKS) ) -

1

2π
∫0

∞
du

∑
ara′r′

∑
bsb′s′

Car,a′r′
A (iu) Cbsb′s′

B (iu)(ar|bs), (a′r′|b′s′) (37)
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equations forCXw with the vector-4H(2)w as the right-
hand side. Such a system can then be solved using iterative
techniques39,40 involving only matrix-vector multiplications
and scaling as (oV)2 or O(N4). A procedure of this type will
be employed by us to compute the CKS induction energy.
The scaling of expression 37 can be reduced toO(N3) if the
two-electron integrals are approximated with density fit-
ting.8,10 One then obtains

where theNaux
X × Naux

X matrix C̃X, X ) A, B, is the result of
the transformation

with D being the oV × Naux
X density-fitting coefficient

matrix of monomerX, given by eq 14 (for simplicity of
discussion we will further assume thatNaux

A ) Naux
B ) Naux).

Although the cost of performing transformation 39 is
O(o2V2Naux) and that of evaluating expression 38 is only
O(Naux

3 ), the overall scaling of dispersion energy is still
O(N6), due toO(o3V3) cost of matrix operations necessary
to solve eq 31 forCX. In ref 22 it has been shown that the
latter step can be bypassed, andC̃X can be obtained directly
from a fast-converging iterative procedure scaling as
O(o2V2Naux), or O(N5), in the case of hybrid functionals (ê
* 0). For nonhybrid functionals (ê ) 0), the iterative
algorithm reduces to a one-step procedure, identical to the
one described in ref 20, scaling asO(oVNaux

2 ), or O(N4).
Thus, using density fitting and the techniques of ref 22, the
Edisp

(2) (CKS) energy is obtained at a cost of at mostO(N5). It
has been shown10,20,22that the errors in this quantity resulting
from density fitting approximation and truncation of the
iterative scheme are negligible even ifNaux , oV.

Returning now to the CKS induction energy,Eind
(2)(CKS),

the first term on the right hand side of eq 6 can be rewritten
using the orbital representation 30 of the CKS propagator
RA(r 1, r ′1|0)

where we used the definitionZ ≡ CA(0)ω and CA(0) is
obtained by solving eq 31 at zero frequency. TheoV elements
of the vectorω are given by

(Analogous expressions forEind
(2)(B r A) can be obtained by

properly exchanging monomer indices). Settingu ) 0 in eq
31, then multiplying both sides of this equation on the right
by ω and on the left by (H(2))-1, one finds thatZ satisfies
the equation

The matrixH0
(1), eq 34, involving the four-index integrals

considered in section IV B, can be written using eqs 12 and
21 asFDt, where the elements of theoV × Naux matrix F are
defined as

Equation 42 then becomes

Although eq 44 is simpler than its equivalent in the case of
dispersion energy calculations [cf. eq 14 of ref 22], its direct
solution scales also as (oV)3. However, the matrixΛ ≡ d +
4FDt can be inverted at a much lower cost. This can be
achieved by using eq 16 in ref 22 to write the inverse ofΛ
as

where Ĩ is the Naux × Naux unit matrix. The operations
involved in eq 45 are performed in the following way. First,
the matrix in parentheses is constructed from matricesF and
D stored in memory, which requires matrix-matrix multi-
plications scaling asNaux

2 oV, or, equivalently,O(N4). The
inverse of this matrix is then obtained at a cost proportional
to Naux

3 and stored in memory. The remaining matrix
multiplications in eq 45 could be performed at the costO(N4).
However, matrixΛ-1 is never computed explicitly. Instead,
its action on a vector of lengthoV is evaluated as a sequence
of matrix-vector multiplications using consecutive matrices
in eq 45, with scaling not exceedingNauxoV, or O(N3).

Application of Λ-1 to both sides of eq 44 written asΛZ
) -4ω - Hr

(1)Z leads to an iterative process

with Z0 ) -4Λ-1ω. The iterations stop when the length of
dimensionless vectorZ changes by less than a predefined
threshold, set equal to 10-12. For nonhybrid functionals, i.e.,
when Hr

(1) ) 0, the solutionZ ) Z0 is obtained in a one-
step procedure. The termΛ-1Hr

(1)Zn is computed in each
iteration by first evaluating the vectorHr

(1)Zn and then
multiplying this vector byΛ-1 in the way described above.
The former of these steps, scaling as (oV)2 or O(N4), is the
most demanding part of the whole calculation of the
induction energy. Still, this scaling is much more favorable
than theO(N5) requirements of several other steps in a SAPT-
(DFT) calculation. It should be also mentioned that there is
no need to store the entire matrixHr

(1) in memory in order
to perform a matrix-vector multiplication. Instead, a number
of rows of this matrix is read in at a time, depending on
available memory, and the corresponding components of the
resultant vectorHr

(1)Zn are evaluated. This is important for
larger systems, where the (oV)2 storage requirement would
be sizable.

E. SAPT(KS) Terms. All terms Ea
(n)(KS) in eqs 8 and

10, where ‘a’ stands for any of the electrostatic, induction,
dispersion, or exchange terms, are computed from the
standard SAPT expressions forEa

(n0) in which the Hartree-

Edisp
(2) ) -

1

2π
∫0

∞
du∑

KL

Naux
A

∑
K′L′

Naux
B

C̃KL
A (iu) C̃K′L′

B (iu)JKK′JLL′ (38)

C̃X ≡ (D)tCXD (39)

Eind
(2)(A r B) ) 1

2∫ ωB(r )RA(r ,r ′|0)ωB(r ′)drdr ′ )

1
2
ωtCA(0)ω ) 1

2
ωtZ (40)

ωar ) ∫ φa(r )φr(r )ωB(r )dr (41)

H(1)Z ) - 4ω (42)

Far,K ) (ar|K) + ∫ φa(r )φr(r )øK(r )
∂Vxc

∂F
dr (43)

(d + 4FDt + Hr
(1))Z ) -4ω (44)

Λ-1 ) d-1 - 4d-1F(Ĩ + 4Dtd-1F)-1Dtd-1 (45)

Zn+1 ) Z0 - Λ-1Hr
(1)Zn (46)

406 J. Chem. Theory Comput., Vol. 2, No. 2, 2006 Podeszwa et al.



Fock orbitals and orbital energies have been replaced by their
Kohn-Sham counterparts. The relevant expressions, pre-
sented in ref 41, are evaluated using the existing routines
from the SAPT2002 program.23 The required one- and two-
electron integrals over KS molecular orbitals are obtained
from integrals over atomic orbitals as described in section
IV C. The calculation of the KS terms from molecular
orbitals is quite fast, even though, as discussed earlier, the
most time-consuming of these terms,Eexch-disp

(2) (KS), scales
as O(o3V2), or O(N5). However, since normallyo , V,
evaluation of this term is much faster than that of the other
O(N5) parts of a SAPT(DFT) calculation.

F. Higher Orders in V. In some cases, the effects of
higher orders inV are significant and have to be included.
In past applications of SAPT, these effects have been usually
estimated as the difference between the Hartree-Fock
interaction energy and the sum of SAPT terms up to the
second order inV that do not include any correlation effects

where the quantities with the subscript “resp” are computed
including the coupled Hartree-Fock-type response of mono-
mer orbitals to the field of the partner. The quantityδEint

HF is
a good approximation to higher-order terms in case of
molecules with a significant induction contribution. For
molecules with a small induction contribution, the benefits
of including δEint

HF are not clear, and, in some cases, like
rare gas dimers, this component does not approximate the
third and higher-order effects well. Although including
δEint

HF does not increase the scaling beyond that of SAPT-
(DFT), in most cases the supermolecular SCF, together with
the terms of regular SAPT listed in eq 47, form a significant
part of the whole calculation.

Recently, explicit formulas for the third-order terms have
been derived and implemented.42 The sum of the induction
and exchange-induction terms,Eind

(30) + Eexch-ind
(30) , can pro-

vide a major part of high-order effects. Preliminary tests with
wave function-based SAPT42 showed that this approach leads
to more accurate interaction energies for nonpolar systems
than the use ofδEint

HF. The two corrections can be straight-
forwardly computed in the SAPT(KS) approach. The density-
fitting formalism has been applied to obtain the molecular
integrals needed [withO(o2V2Naux) scaling]. The use ofEind

(30)

andEexch-ind
(30) does not increase the overall scaling of SAPT-

(DFT) as the cost of these corrections scales asO(o2V2) and
O(o3V2), respectively. Since the third-order terms in the KS
version have not yet been sufficiently tested, we have not
included them in the numerical results presented below.

G. Advantages of Density Fitting. Concluding this
section, let us shortly summarize the advantages of using
density-fitting with SAPT(DFT). Compared to the approach
without density fitting, the method gains an order of
magnitude better scaling. The cost of the dispersion energy
calculation reduces fromO(o3V3) to O(o2V2Naux), and the
computation of the matrix elements involving the exchange-
correlation kernel requiresO(oVNauxg) operations instead of
O(o2V2g) needed in the standard case. Scaling of the most
expensive step of the transformation is reduced fromon4 to

o2V2Naux. Memory requirements of transformation and of the
CKS-based calculations are also significantly reduced since
most operations are performed on 3-index objects which fit
in memory easier than the 4-index ones used in the standard
SAPT(DFT). With reduced memory usage, it is straightfor-
ward to apply highly optimized matrix-matrix multiplication
BLAS routines,43 which results in further speedups. Since
no 4-index AO integrals are needed, only 3-index and
relatively small (o2V2) 4-index objects have to be stored on
disk. This results in a very significant reduction of disk usage
and the input/output (I/O) operation count.

V. Results and Discussion
A. Numerical Details. We have tested the density-fitting
SAPT(DFT) approach mainly on the example of the benzene
dimer for which we have considered three intermolec-
ular separations. Additional tests have been performed for
near-equilibria configurations of the argon dimer, the water
dimer, and the dimer of cyclotrimethylene trinitramine,
(CH2-N-NO2)3, known also under the name RDX. The
Kohn-Sham orbitals were obtained using the PBE0 func-
tional44,45with the Fermi-Amaldi asymptotic correction and
Tozer-Handy splicing scheme31,46computed with the experi-
mental ionization potentials47 equal to 0.3397, 0.5791, and
0.4638 hartree for C6H6, Ar, and H2O, respectively, and 0.373
hartree for RDX computed using PBE0 as the energy
difference between the neutral molecule and the cation. In
all calculations the LDA kernel was used in eqs 20 and 21.
The DFT calculations were performed using the DALTON
code29 with the aug-cc-pVX Z, X ) 2, 3 and cc-pVDZ bases
of Dunning et al.48 In some cases, these basis sets were
centered on both monomers and extended with a set of mid-
bond functions, placed halfway between the centers of mass
of the monomers. A dimer-centered basis set (DCBS) con-
taining midbond functions will be referred to as DC+BS. In
another approach, referred to as MC+BS24, orbitals of a given
monomer were expanded in terms of this monomer’s own
basis, the midbond functions, and the isotropic part (i.e., with
the polarization functions removed) of the basis of the other
monomer. Our set of midbond functions (3s3p2d2f) consisted
of threes and threep shells with exponents (0.9, 0.3, 0.1)
and of twod and twof shells with exponents (0.6, 0.2). The
density fitting approximation was accomplished for all SAPT
terms using auxiliary basis sets of ref 49, fitted to the second-
order Møller-Plesset (MP2) results for atoms and corre-
sponding to the principal orbital bases applied. As it was
the case with the underlying principal bases, the auxiliary
ones were usually extended with a set of midbond functions,
containing five each of uncontractedspdshells with expo-
nents (1.8, 1.2, 0.6, 0.4, 0.2), fourf shells with exponents
(1.5, 0.9, 0.5, 0.3), and threeg shells with exponents (1.5,
0.9, 0.3), chosen to approximately reproduce the products
of midbond functions. Only the DCBS and DC+BS types
(but not MC+BS) were used for auxiliary bases (even if
the principal basis set was of MC+BS type). Although the
MC+BS auxiliary functions would reduce slightly the
computational cost of some parts of the code, the resulting
inability of reusing certain intermediates during the trans-
formation and a small loss of accuracy would outweigh the

δEint
HF ) Eint

HF - (Eelst
(10) + Eexch

(10) + Eind,resp
(20) + Eexch-ind,resp

(20) ) (47)
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benefits. The frequency integral in formula 5 for the
dispersion energy was evaluated using an 8-point Gauss-
Legendre quadrature, and the first two terms were used in
expansion 27 of ref 22 (i.e., two iterations were performed
in solving the TD-DFT set of equations for the propagator
matrix C̃).

B. Benzene Dimer.The results for the benzene dimer in
the parallel (“sandwich”) geometry are presented in Table
1. The intermolecular distances were chosen to range from
3.2 Å (repulsion wall), through 3.85 Å (minimum), to 5.0 Å
(long-range region). As the table shows, for all the distances
the accuracy of density fitting is very satisfactory, the error
always being well below 0.01 kcal/mol for all interaction
components. For the total interaction energies, the largest
discrepancy, 0.018% at the minimum geometry, is much
smaller than the error resulting from the incompleteness of
the basis set (cf. the results for the dispersion energy with
the aug-cc-pVTZ in ref 22). Although the calculation of dis-
persion energy involves an additional approximation besides
density fitting of integrals, namely the truncation of the
expansion 27 in ref 22, the error of this component does not
dominate the total error, except for the small distances, but
even then the error is very small. The relative error is largest
for electrostatic term, exceeding 1% for the minimum geom-
etry. This component will be discussed in the next subsection.

C. Accuracy of the Electrostatic Component. As
discussed above, the relative errors of density fitting are
usually the largest for the electrostatic energy. It is easy to
understand why the electrostatic term is difficult to fit. This
component, obtained by summing the positive contributions
of the electron-electron and nuclear-nuclear repulsion
interactions with the negative electron-nuclear attraction
term, is typically much smaller in magnitude than either of
these three terms. The error introduced by density fitting,
which affects only the electron repulsion term, is, in fact,
very small, amounting to just 1.4× 10-6% of this term for
benzene dimer at 3.85 Å. However, this error may still
become comparable to the total electrostatic energy, which
makes the latter correction particularly sensitive to the quality
of the fit.

One way to improve the accuracy of the electrostatic
energy is to use larger and/or better auxiliary basis sets. In
ref 20, Hesselmann et al. used two different types of auxiliary
bases. The so-called JK-optimized bases (named for the
symbols denoting the Coulomb and exchange integrals) of
ref 51 were used for all SAPT components except for the

dispersion and exchange-dispersion energies. For the two
latter components, the MP2-optimized bases of ref 49 were
applied. The JK auxiliary bases are better suited than the
MP2-optimized ones to reproduce products of occupied
orbitals requiring large exponents. Thus, in particular the
electrostatic and first-order exchange energies may be better
fitted by JK bases since these terms depend only on occupied
orbitals. Since no JK-basis sets corresponding to the aug-
mented bases of Dunning et al. are available, the authors of
ref 20 suggested to use the JK auxiliary bases optimized for
the cc-pV(X+1) basis sets, i.e., to increment the cardinal
number by one relative to the principal basis set used. When
we applied JK basis sets for the benzene dimer, we found
that this resulted in some significant numerical instabilities
in the electrostatic term. In particular, the results differed
by about 0.001 kcal/mol between different computer archi-
tectures. It turned out that these problems were not due to
the use of the JK-type bases but to the size of the basis sets
leading to linear dependencies. For example, the use of the
MP2-optimized aug-cc-pVTZ auxiliary basis for the benzene
dimer resulted in differences between architectures up to 0.03
kcal/mol (whereas the aug-cc-pVDZ results reported in Table
1 are stable). We have found that the main sources of this
numerical error were the inversion of theJ matrix and the
summation of eq 14. By performing these two calculations
in quadruple precision, this numerical error can be reduced
by several orders of magnitude. We have also tested the
singular value decomposition (SVD) method recommended
in ref 52 for such cases. With 10-7 threshold for neglecting
small singular values, the numerical stability was improved,
but the overall density-fitting error increased. Therefore, it
appears that the use of quadruple precision performs better.
Since the inversion of theJ matrix scales asO(N3) and is
done only once for the whole SAPT(DFT) calculation and
the calculation of theD matrix of eq 14 for the electrostatic
term scales asO(o2Naux

2 ), even with quadruple precision
both calculations are a small fraction of the total costs. We
recommend the quadruple precision approach for auxiliary
basis sets larger than about 1400 functions since the
numerical precision error becomes larger at this size than
the density-fitting error. For all other SAPT(DFT) terms, the
numerical instability is below 0.0001 kcal/mol, even for the
largest auxiliary basis sets tested, and the quadruple precision
is not necessary.

With the quadruple precision procedure, we found that the
JK-optimized basis sets give more accurate results for the

Table 1: Decomposition of the SAPT(DFT) Interaction Energy Obtained with Density Fitting for the Benzene Dimer in a
“Sandwich” Configuration with Monomers in the Geometry of Ref 50a

R ) 3.2 Å R ) 3.85 Å R ) 5.0 Å

Eelst
(1) (KS) -6.1931 (-0.0011) 0.1362 (0.0019) 0.5550 (-0.0009)

Eexch
(1) (KS) 21.8896 (0.0021) 3.2976 (0.0006) 0.0944 (0.0001)

Eind
(2)(CKS) -8.7913 (0.0002) -1.1067 (0.0000) -0.0626 (-0.0000)

Ẽexch-ind
(2) (CKS) 8.4937 (-0.0002) 0.8947 (-0.0000) 0.0121 (0.0000)

Edisp
(2) (CKS) -15.0480 (0.0037) -5.3452 (0.0008) -1.1005 (-0.0000)

Ẽexch-disp
(2) (CKS) 2.3979 (-0.0009) 0.4480 (-0.0002) 0.0179 (-0.0000)

Eint
SAPT(DFT) 2.7489 (0.0038) -1.6753 (0.0030) -0.4838 (-0.0008)

a The aug-cc-pVDZ MC+BS basis set with the 3s3p2d2f midbond set was used. The errors resulting from density fitting are given in parentheses.
The unit for the energies and the errors is kcal/mol. All calculations in double precision.
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electrostatic component than the MP2-optimized auxiliary
basis of similar size. For benzene dimer at 3.85 Å and the
aug-cc-pVDZ principal basis set, the cc-pVTZ JK auxiliary
basis set (Naux ) 1408) gives 0.0003 kcal/mol density-fitting
error in comparison to the 0.0019 kcal/mol error for the MP2-
optimized aug-cc-pVDZ auxiliary basis set (Naux ) 1240).
For the aug-cc-pVTZ principal basis set, the density-fitting
errors are-0.002 kcal/mol and-0.005 kcal/mol for JK-cc-
pVTZ and MP2-aug-cc-pVTZ (Naux ) 1924) auxiliary bases,
respectively. Thus, if a very high accuracy of the electrostatic
component is required, we recommend the use of JK-opti-
mized bases for this component. In most cases, however,
the MP2-optimized bases should be adequate for all com-
ponents.

D. Argon Dimer. In Table 2, we present SAPT(DFT)
results for the argon dimer at the van der Waals mini-
mum. For the aug-cc-pVDZ case, the largest fitting error is
in the dispersion term, and the resulting total energy error is
2.5%. This error is considerably larger than for other
examples tested. Thus, the argon auxiliary basis set of ref
49 appears somewhat less accurate than other bases of
the same size. Still, the error resulting from density fitting
is a few times smaller than the basis set incompleteness
error which is about 8% (cf. results in the aug-cc-pVQZ
basis in ref 13). Therefore, the aug-cc-pVDZ auxiliary basis
is in fact adequate. However, the aug-cc-pVTZ basis set
performs much better. The largest fitting error is now in the
electrostatic term, and the total energy error is only about
0.3%.

E. Water Dimer. Water dimer has been chosen as an
example of a polar system. The results presented in Table 3
show that the accuracy of density-fitting is excellent with
the largest percentage error of 0.01% in the exchange-
dispersion energy. Although in this case the density-fitting
errors are negligible already when the aug-cc-pVDZ basis
set is used, the aug-cc-pVTZ basis reduces these errors
further, as for the argon dimer. This is a very positive
observation since with larger basis sets one aims for higher
accuracy. Notice that for the water dimer as well as for the
benzene and argon dimers the induction and exchange-
induction components always exhibit the highest accuracy,
exceeding in most cases the number of significant figures
presented in the tables. Apparently, the polarization phe-
nomenon results in smooth, easy to fit densities.

F. Timings of SAPT(DFT). Figure 1 shows the wall-clock
times of various steps in the calculations for the benzene
dimer, using both the standard and density-fitted SAPT(DFT)
approaches. Overall, density fitting accelerates this calcula-
tion more than three times with much larger speedups for
some of the components. While the major speedup occurs
in the transformation step, substantial improvements are also
visible in the timings of the calculation of the integrals of
eqs 20 and 21 and of the TD-DFT and CKS calculations.
For systems such as those treated in this work, the overall
timing of the density-fitting approach is now dominated by
the monomer Kohn-Sham calculations. This is partly due
to the fact that the Kohn-Sham code used by us does not
yet take advantage of density fitting (this is also the reason
that the overall speedup is only a factor of 3). It is also worth
pointing out that a supermolecular DFT calculations for this
system would take more time than the SAPT(DFT) calcula-
tion (and would produce a worthless result). For larger
systems, the benefit of density fitting will show up mostly

Table 2: Decomposition of the SAPT(DFT) Interaction
Energy Obtained with Density Fitting for Two Argon Atoms
Separated by 3.75 Åa

aug-cc-pVDZ aug-cc-pVTZ

Eelst
(1) (KS) -51.451 (-0.446) -49.718 (0.364)

Eexch
(1) (KS) 169.504 (0.022) 169.642 (0.002)

Eind
(2)(CKS) -66.910 (0.000) -65.850 (-0.000)

Ẽexch-ind
(2) (CKS) 65.582 (-0.003) 64.718 (0.000)

Edisp
(2) (CKS) -222.617 (-1.647) -229.297 (-0.002)

Ẽexch-disp
(2) (CKS) 15.735 (-0.089) 16.227 (-0.044)

Eint
SAPT(DFT) -90.158 (-2.163) -94.280 (0.319)
a The aug-cc-pVDZ and aug-cc-pVTZ DC+BS basis sets with the

3s3p2d2f midbond set were used. The errors resulting from density
fitting are given in parentheses. The unit for the energies and the
errors is cm-1. All calculations in double precision.

Table 3: Decomposition of the SAPT(DFT) Interaction
Energy Obtained with Density Fitting for the Water Dimer
in a Geometry Close to the Global Minimuma

aug-cc-pVDZ aug-cc-pVTZ

Eelst
(1) (KS) -6.8900 (0.0014) -6.8847 (-0.0002)

Eexch
(1) (KS) 5.7418 (0.0027) 5.7399 (0.0003)

Eind
(2)(CKS) -2.4185 (0.0007) -2.5381 (0.0000)

Ẽexch-ind
(2) (CKS) 1.2461 (-0.0001) 1.3417 (0.0000)

Edisp
(2) (CKS) -2.0350 (0.0001) -2.3806 (0.0004)

Ẽexch-disp
(2) (CKS) 0.3420 (-0.0008) 0.4037 (-0.0005)

Eint
SAPT(DFT) -4.0136 (0.0040) -4.3180 (-0.0000)
a Geometry as in ref 11 with R ) 3 Å. The aug-cc-pVDZ and aug-

cc-pVTZ basis sets in the DCBS form were used (without midbond).
The errors resulting from density fitting are given in parentheses. The
unit for the energies and the errors is kcal/mol. All calculations in
double precision.

Figure 1. Wall times for the benzene dimer on the 2.4 GHz
Opteron processor. The aug-cc-pVDZ basis set with 3s3p2d2f
midbond was used, corresponding to o ) 21, v ) 303, Naux

) 1240, g ) 389 448 grid points in the DFT and TD-DFT
calculations. ‘DF’stimings with density fitting. ‘no DF’sstand-
ard DALTON-based SAPT(DFT) with LDA kernel. ‘DFT’stwo
monomer DFT calculations; ‘kernel integral’seq 21 for the DF
approach or eq 20 for the no-DF approach for both mono-
mers; ‘integrals’s3-index (DF) or 4-index (no-DF) integrals
of the dimer; ‘tran’sintegral transformation; ‘SAPT(KS)’stotal
time for SAPT(KS) terms; ‘TD-DFT’sstime of computing
TD-DFT propagators, ‘CKS’sthe CKS induction and disper-
sion energies.
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in the CKS steps (TD-DFT matrix multiplications and the
dispersion energy evaluation), as the scaling of these steps
is reduced from the sixth to the fifth power of system size.

To demonstrate the capabilities of the present approach,
we show the results for the RDX dimer in Table 4.
Availability of accurate interaction potentials for systems
such as RDX is crucial for first-principles predictions of
properties of molecular crystals. Due to the size of this
system (o ) 57, n ) 423), the use of the standard SAPT-
(DFT) algorithm turned out to be not possible with our
current computer resources. Therefore, only the results with
density-fitting are shown. Judging from the performance of
this approach for other systems, also here the fitting error is
most likely negligible and the presented interaction energy
components are the most accurate ab initio results to date
available for this system. It should be noted that SAPT(DFT)
is currently the only practical method of accurately calculat-
ing the dispersion energy for systems of the size of RDX.
Table 4 shows that, for the considered geometry, the latter
component constitutes more than half of the total interaction
energy and certainly cannot be neglected in any simulations
of the crystal structure.

In Figure 2, the timings of our density-fitted calculations
for the RDX dimer are presented. Although the monomer
Kohn-Sham portion is still the most time-consuming, the
O(N5) TD-DFT step is now seen to take a comparable amount
of time. The cost of transformation, although nominally also
scaling asO(N5), is relatively small due to a smaller prefactor

than in the case of the TD-DFT terms. Thus, for still larger
systems, the latter step is going to dominate the whole
calculation.

In Figure 3, we present a visualization of the overall
numerical scalings of the SAPT-based methods. We assumed
o ) 57, as for the RDX dimer. The results of the graph were
obtained by fitting timings of the various steps of the
calculation for the dimethylnitroamine (DMNA) and benzene
dimers. Although exact timings cannot be predicted in this
way, the graph provides a qualitative comparison of the
methods. The regular SAPT calculations are several orders
of magnitude more time-consuming than density-fitted
SAPT(DFT) ones and significantly more time-consuming
than even the CADPAC-based SAPT(DFT) calculations,
except for small basis sets where the latter suffer from an
inefficient implementation of the integral 20 in CADPAC.
Similar conclusions would hold for other correlated methods
which include contributions from triple excitations, for
example for the coupled cluster method with single, double,
and noniterative triple excitations [CCSD(T)]. Our current,
DALTON-based implementation is much faster than the
former CADPAC-based one of ref 10 mainly due to the more
efficient programing of integral 20. The use of the LDA
kernel in integral 20 produces another important speedup
with a minimal loss of accuracy, as shown in ref 10. Still,
the largest relative speedup is due to the use of density fitting
implemented in the present work and in ref 22. At the edge
of the figure, i.e., forV ) 800, SAPT calculations (or CCSD-
(T) calculations) would require 27 years of CPU time,
whereas SAPT(DFT) calculations with density fitting take
11 days, a medium-size task if the work is distributed among
a few dozen processors.

VI. Conclusions
We have presented a complete implementation of the SAPT-
(DFT) method based on density fitting of molecular integrals.
The density-fitting approximation, applied at the stages of
integral transformation, TD-DFT calculations, and in evalu-

Table 4: Decomposition of the SAPT(DFT) Interaction
Energy Obtained with Density Fitting for RDX Dimer in a
Geometry Extracted from Crystal Structure53 and Specified
in the Supporting Information54 a

Eelst
(1) (KS) -4.984

Eexch
(1) (KS) 2.867

Eind
(2)(CKS) -1.080

Ẽexch-ind
(2) (CKS) 0.465

Edisp
(2) (CKS) -3.487

Ẽexch-disp
(2) (CKS) 0.213

Eint
SAPT(DFT) -6.006

a The cc-pVDZ basis set in the MC+BS form with 3s3p2d2f
midbond was used. The unit of energy is kcal/mol. All calculations in
double precision.

Figure 2. Wall times for the RDX dimer on 2.4 GHz Opteron.
The cc-pVDZ basis set with 3s3p2d2f midbond was used
corresponding to o ) 57, v ) 366, Naux ) 1948, g ) 742 375
grid points in the DFT and TD-DFT calculations. For the
meaning of the symbols, see Figure 1.

Figure 3. Estimates of the timings for the RDX dimer based
on theoretical scaling and extrapolation of the data obtained
for smaller systems. ‘CADPAC-based SAPT(DFT)’ refers to
the implementation of ref 10 with no density fitting, ‘DALTON-
based SAPT(DFT)’ is the version without density fitting, ‘DF
SAPT(DFT)’sdensity-fitting implementation of the present
work and of ref 22, DALTON-based.
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ation of the CKS induction and dispersion energies, results
in reductions of scaling and operation counts of these most
time-consuming steps and hence offers a significant speedup
over the standard formulation without density fitting. The
overall time requirement of density-fitting SAPT(DFT) scales
as O(N5) in contrast to theO(N6) scaling of the standard
version. Moreover, the memory and IO-requirements of the
algorithm are also greatly reduced. All these improvements
enable high-accuracy studies of interactions in molecular
complexes inaccessible to the standard, wave function-based
ab initio methods. The interaction energy for an example of
such a complex, the RDX dimer consisting of 42 atoms, 57
occupied orbitals, and using a basis set containing 423
functions, has been computed in this work. Although density-
fitting introduces an error in the calculated interaction
energies, we have shown that this error is very small, well
below 1% for individual energy components. Our imple-
mentation is valid for both nonhybrid and hybrid density
functionals. As shown in ref 22, in the latter case, an
additional (besides density fitting of integrals) approximation
has to be applied to bring the cost of obtaining the CKS
propagators toO(N5) scaling. This approximation, consisting
in truncation of an iterative scheme of solving the TD-DFT
equations, does not significantly impair the overall ac-
curacy.22 Our new algorithms are flexible with respect to
the type of basis sets, i.e., work with both dimer- and
monomer-centered bases, including the monomer-centered
‘plus’ sets of ref 24, which are usually a good compromise
between the size of the basis set and accuracy of the
computed interaction energies. The implementation utilizes
parts of the existing SAPT2002 suite of codes23 and therefore
can readily benefit from developments and updates made in
this suite. In particular, the third-order code recently added
to SAPT2002 can be used to extend SAPT(DFT). Work in
this direction is in progress. The method can also be applied
to three-body interactions.55-57
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Abstract: The effect of reintroducing the overlap matrix into the secular equations for an NDDO

(neglect of diatomic differential overlap)-based semiempirical molecular orbital method has been

investigated. The modification is expected to improve the description of interactions between

electron pairs. The idea has been tested by implementation and evaluation of a nonorthogonal

version of the MNDO method (NO-MNDO) with parametrization for hydrogen, carbon, nitrogen,

and oxygen. Overall, the accuracy of NO-MNDO for heats of formation is nearly identical to that

for the more highly parametrized AM1 method. The mean absolute error (MAE) for heats of

formation of a comprehensive set of 622 neutral, closed-shell molecules is reduced from 8.4

kcal/mol with MNDO to 6.8 kcal/mol with NO-MNDO. In addition, the performance for

conformational equilibria and torsional barriers is significantly improved with NO-MNDO,

presumably owing to the improved description of closed-shell interactions. For molecular

geometries, the usual training and test sets have been expanded through use of MP2/6-31G(d)

results for consistent comparisons. The performance of NO-MNDO for bond lengths, bond angles,

and dihedral angles remains good with MAEs of 0.017 Å, 2.5°, and 4.5°. Additionally, NO-

MNDO corrects severe errors by MNDO for R• + H-R′ hydrogen-atom transfers, while testing

for activation barriers for nine pericyclic reactions reveals only modest improvement.

1. Introduction
The speedup afforded by the Neglect of Diatomic Differential
Overlap (NDDO)1-3 approximation has made the semi-
empirical molecular orbital (SMO) methods based on it,
including MNDO,4,5 AM1,6 PM3,7,8 and MNDO/d,9 valuable
tools when a more rigorous approach is precluded by either
the size of the system or the number of computations
required. While mean absolute errors (MAEs) using these
schemes do not reach chemical accuracy (ca. 1.0 kcal/mol,
as can be approached using the best availableN7 ab initio
methods, such as CCSD(T)10,11), the structures and energetics
from SMO methods are often acceptable for many applica-
tions. For example, MNDO, AM1, and PM3 give MAEs for
heats of formation of 6.8, 5.1, and 4.1 kcal/mol for the 56
molecules in the combined G2-1 and G2-2 sets,12,13 which
contain only H, C, N, and O atoms. Nevertheless, SMO

methods suffer from a number of problems. Common errors
include prediction of straight chain hydrocarbons to be more
stable than branched isomers, underestimation of rotational
barriers, overestimation of activation energies for pericyclic
reactions, and significant energetic errors for molecules
containing adjacent heteroatoms or small rings.14,15

Recent attempts to improve upon these semiempirical
methods have largely centered upon corrections to the core
repulsion formula (CRF). Specifically, the Pairwise Distance
Directed Gaussian (PDDG)16 extension in eq 1 to the MNDO
and PM3 CRFs and subsequent reparametrizations

yield large improvements for heats of formation and isomer-
ization energies without significantly degrading other proper-* Corresponding author e-mail: william.jorgensen@yale.edu.

PDDG(A,B) ) CRFMNDO +

1

nA + nB

[∑
i)1

2

∑
j)1

2

(nAPAi + nBPBj)e
-10Å-2(RAB-DAi-DBj)2

] (1)
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ties. The PDDG correction to MNDO lowers the MAEs for
a comprehensive set of 622 neutral, closed-shell molecules
containing only H, C, N, and O from 8.4 to 5.2 kcal/mol. It
is not suprising that this result is somewhat worse than the
4.4 kcal/mol MAE of PM3 (the CRF for PM3 is represented
in eq 2), as the number of parameters per atom for the added
Gaussians has been reduced

from six to four, with the discrepancy arising from theb
parameters in eq 2 being taken as constants in PDDG/
MNDO. It is also not surprising that the combined PDDG/
PM3 method gives the lowest MAE, 3.2 kcal/mol. Addi-
tionally, Thiel et al. have pursued a different approach in
their OM1 and OM2 methods17 through modifications to the
NDDO version of the Roothann-Hall equations.18,19In their
work, the lack of Pauli repulsion has been addressed by the
addition of three-center terms into the two-center core
Hamiltonian, yielding a better description of barriers to
internal rotation.

While the these methods have been largely successful in
addressing certain problems with specific implementations
of the NDDO formalism, ad hoc modifications have thus
far not led to a general purpose method capable of correcting
all of the problems simultaneously. With this in mind, we
have been exploring simple modifications to yield a general,
improved SMO method that can be easily implemented in
existing SMO codes and that is particularly appropriate for
QM/MM calculations, while still retaining the favorable N3

scaling. In this paper, one such modification, namely, an
alternative treatment of the Pauli repulsion issue, is consid-
ered by reintroduction of the overlap matrix into the secular
equations.

2. Nonorthogonalized MNDO (NO-MNDO)
Formalism
Much of the motivation behind Thiel’s OM1 and OM2 is
the improper, even splitting of mixing orbitals that arises
from neglecting the overlap integrals in the secular equations
for ZDO (zero differential overlap) theories and by extension
for the NDDO-based methods. Instead, the lower-lying
orbital should fall by less than the higher-lying orbital
increases in energy. Thus, when both orbitals are doubly
occupied, there is an intrinsic repulsion, the “Pauli repulsion,”
which increases as the overlap of the orbitals increases. This
has nothing to do with two-electron integrals and simply
results from deriving secular equations for one- or many-
electron systems. Neglect of Pauli repulsion can be expected
to contribute to the underestimation of rotational barriers and
problems with the treatment of adjacent heteroatoms with
lone pairs and electronic excitation energies, which are
common with SMO methods. Although Thiel’s OM methods
represent a reasonable palliation, the orthogonalization issue
has been addressed here more simply by reintroducing the
overlap matrix (S) into the secular equations. Therefore, we
have returned to solvingFC)SCE. This modification does

not increase the scaling of the method or the number of
parameters versus MNDO. TheSmatrix is always available
in SMO calculations as it is used in the computation of the
one-electron, two-center resonance integrals,âµν. In calculat-
ing heats of formation, the PDDG approach has also been
used here, i.e., the electronic energy of an atom (eisol) is
treated as an optimizable parameter and not as one derived
from calculations on the atom. This parameter is simply set
to minimize the MAEs.

It can be speculated that the motivation to remove the
overlap terms from the secular equations for the seminal
ZDO-based SMO method, CNDO,20 by Pople et al. in 1965
was somewhat influenced by practicality since the requisite
second matrix diagonalization in solving the nonorthogonal
eigenvalue problem essentially doubles the required computer
time. Though overlap distributionsæµæν were neglected in
two-electron integrals, they were, of course, never neglected
for one-electron, two-center resonance integrals, and their
neglect in the secular equations was arbitrary from a
theoretical standpoint and physically incorrect. Furthermore,
it should be noted that simple Hu¨ckel theories also neglect
the overlap integrals in the secular equations, while they are
included in Hoffmann’s extended Hu¨ckel method (EHT)
from 1963.21 The practical difference here is that EHT
calculations are noniterative, so the two matrix diagonaliza-
tions are only performed once, while SMO calculations
require a normal SCF cycle. The inclusion of Pauli repulsion
in EHT has been known for many years to be essential to
its qualitative success in describing orbital interactions,
aromaticity, and rotational barriers.22

3. Optimization of the Parameters
The impact of the reintroduction of the overlap integrals into
the secular equations has been tested by (1) making the
modification to the MNDO method to yield nonorthogonal
MNDO (NO-MNDO), (2) parametrizing the method for
molecules containing C, H, N, and O atoms, and (3)
comparing the results with those from MNDO and other
SMO methods. The required computer time for a NO-MNDO
calculation is ca. twice that for an MNDO calculation owing
to the second matrix diagonalization, as expected. It should
be noted that NO-MNDO is not a method that we intend to
utilize further; it was simply pursued to gauge the importance
of the orthogonality issue for future SMO development.

All original MNDO parameters (Uss, âs, ús, and R for
hydrogen andUss, Upp, âs, âp, ús, úp, and R for carbon,
nitrogen, and oxygen) were reoptimized. As previously
explained16,23 the optimization process consists of three

PM3(A,B) ) CRFMNDO +
ZAZB

RAB

(∑
i)1

2

aAie
-bAi(RAB-cAi)2

+ ∑
i)1

2

aBie
-bBi(RAB-cBi)2

) (2)

Table 1. Molecular Properties Used in Construction of the
Error Function for Parameter Optimization

data type N weighting factor

heat of formation 355 1 mol/kcal
bond length 153 100 Å-1

bond angle 93 2/3 deg-1

dihedral angle 15 1/3 deg-1

ionization potential 66 10 eV-1

dipole moment 42 20 D-1

414 J. Chem. Theory Comput., Vol. 2, No. 2, 2006 Sattelmeyer et al.



stages. First, random displacements of the parameters are
generated, and simulated annealing is used to minimize an
error function constructed from the properties listed in Table
1 and from the gradients for bond lengths, bond angles, and
dihedral angles on the nonoptimized structures of a training
set of 126 molecules. All reference geometry parameters have
now been taken from MP2/6-31G* calculations, which
allowed a large expansion in the size of the training set.
Additionally, heats of formation for a total of 355 molecules
are present in this training set, including heats of formation
of several transition state structures. Subsequently, promising
parameter sets (as determined by their small error functions)
are optimized with full geometry optimization for all
molecules, neglecting the (zero) contribution of gradients to
the error function. Final values ofEel

A or “eisol”, the
electronic energy for each elementA, are determined by
minimizing the MAE in heats of formation for 473 molecules
(464 neutral, closed-shell molecules and nine transition states
of pericyclic reactions). Equation 3 provides the relationship
between a molecule’s∆Hf, electronic energy,Emol, andEel

A.

The final testing for heats of formation was carried out on
the full set of 622 molecules that was used previously.16 All
SMO calculations have been executed with a local version
of MOPAC 6.24 Detailed results for all molecules and
transition structures are presented in the Supporting Informa-
tion.

4. Results and Discussion
Energetics. Table 2 lists the newly optimized parameters
for NO-MNDO as well as those for MNDO, and Table 3
shows the performance of NO-MNDO and the other semi-
empirical methods for heats of formation. As expected, due
to the global search method employed and the change in
methodology, a significantly different parameter emerged.
The most striking change is in theâs value for hydrogen,
which is more than 30% lower in NO-MNDO. Overall, the
6.8 kcal/mol MAE for NO-MNDO represents a 1.6 kcal/

mol improvement over MNDO. NO-MNDO shows greater
than 2 kcal/mol improvements for CH and CHO containing
compounds, but it currently does less well than MNDO with
CHN containing compounds. It is possible that further
parameter search would correct this anomaly. However, in
comparison to MNDO, NO-MNDO benefits from the
optimization of theeisol values as well as the inclusion of
the overlap matrix. Specifically, we previously found that
optimization of the eisol values in conjunction with a
complete reoptimization of the other MNDO parameters
yields an MNDO version with an MAE of 7.3 kcal/mol for
the 622 molecules.16 Thus, 0.5 kcal/mol of the remaining
error is removed in proceeding to the current NO-MNDO.
This is encouraging, particularly if a similar gain could be
made starting from PM3, as the new method retains the same
scaling properties without introducing any new optimizable
parameters. It is also notable that nearly identical MAEs are
obtained with NO-MNDO and AM1; however, two to four
Gaussian functions per element are added to the core
repulsion formula for AM1 along with 36 additional param-
eters for coverage of C, H, N, and O. It is apparent that much
of the success of AM1 over MNDO comes from the
reparametrization including independent optimization of the
orbital exponentsús andúp rather than from the addition of
the Gaussians to the CRF. The optimization of MNDO was
clearly constrained by the modest computer resources avail-
able in the mid-1970s.4,5

A related gauge of success is the relative abundance of
outliers, i.e., molecules for which the computed heat of

Table 2. MNDO and NO-MNDO Parametersa

MNDOb NO-MNDO

H C N O H C N O

Uss -11.906276 -52.279745 -71.932122 -99.64309 -10.880363 -50.189763 -69.782951 -96.705658
Upp -39.205558 -57.172319 -77.797472 -39.547267 -56.981889 -76.391762
âs -6.989064 -18.985044 -20.495758 -32.688082 -9.364858 -16.208034 -24.905520 -35.477596
âp -7.934122 -20.495758 -32.688082 -10.637421 -21.291958 -28.881783
ús 1.331967 1.787537 2.255614 2.699905 1.061597 1.925428 2.351138 2.455548
úp 1.787537 2.255614 2.699905 1.727933 1.951819 2.537964
R 2.544134 2.546380 2.861342 3.160604 2.687705 2.484460 2.658599 2.946645
eisol -11.906276 -120.500606 -202.566201 -317.868506 -13.160122 -119.594403 -202.243601 -304.341294
DD 0.807466 0.639904 0.534602 0.784403 0.656525 0.577707
QQ 0.685158 0.542976 0.453625 0.708792 0.627489 0.482570
F0

c 1.058920 1.112429 1.001103 0.882296 1.058920 1.112428 1.001103 0.882296
F1

c 0.813078 0.637459 0.521237 0.800239 0.646434 0.543492
F2

c 0.747842 0.615275 0.526541 0.765271 0.679156 0.549476
a Units are as follows: (eV) Uss, Upp, âs, âp, eisol; (au) ús, úp; (Bohr) DD, QQ, F0, F1, F2; (Å) R. b References 4 and 5. c For use in MOPAC 6,

F0 ) 0.5/AM, F1 ) 0.5/AD, F2 ) 0.5/AQ.

∆Hf ) Emol + ∑
A

(∆Hf
A - Eel

A) (3)

Table 3. Mean Absolute Errors for Heats of Formation of
Neutral, Closed-Shell Molecules (kcal/mol)

standard NDDO PDDG

molecules N MNDO AM1 PM3 MNDO PM3
nonorthog
NO-MNDO

all 622 8.4 6.7 4.4 5.2 3.2 6.8
HC 254 8.0 5.6 3.6 5.1 2.6 5.8
HCN 89 6.3 7.3 4.7 5.7 4.2 10.5
HCO 238 8.7 7.2 4.6 5.0 3.2 6.2
HCNO 41 13.4 9.5 7.0 4.9 4.5 9.3
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formation differs from the experimental reference value by
more than some large value. The numbers of these are listed
in Table 4 using the arbitrary cutoffs of 15 and 30 kcal/mol.
Again, NO-MNDO demonstrates a significant improvement
over MNDO and is similar in performance to AM1. As
detailed in Table 5, out of the 622 minimum-energy
structures considered in this work, NO-MNDO is not able
to reproduce the experimental heat of formation to within
30 kcal/mol for diazirine, carbon suboxide, isophthalamide,
and N2. Stewart has recently suggested that there is an error
in the experimentally reported heat of formation of iso-
phthalamide,25 which is also greatly overpredicted by AM1
and PM3. Using his value of-70.3 kcal/mol reduces the
errors for isophthalamide by 21.1 kcal/mol. The other poorest
performing cases for NO-MNDO are all small and have
unique bonding characteristics. Cubane, which suffers from
the additive errors of multiple four-membered rings, popu-
lates Table 5 for all SMO methods except AM1 and NO-
MNDO. In general, the greatest problems for NO-MNDO
occur with acetylenes, nitrogen-containing aromatic hetero-
cycles, and compounds containing nitrogen-nitrogen mul-
tiple bonds.

A well-known problem for MNDO and AM1 is that they
erroneously find branched isomers to be less stable than

straight-chain ones. MNDO’s most severe branching prob-
lems (tri-tert-butyl methane, 2,2,3,3-tetramethylpentane,
2,3,3,4-tetramethylpentane, etc.) are largely corrected in NO-
MNDO by the use of a largerR in the CRF for hydrogen.
However, there is a fine balance here with the limited number
of parameters available, as choosing too large an exponent
results in a marked contraction of H-C bond lengths. Less
extreme cases, such as the pentane/neopentane enthalpy
difference of-5.0 kcal/mol, also show some improvement
with NO-MNDO. MNDO and AM1 predict+9.8 and+5.2
kcal/mol, while NO-MNDO yields+3.5 kcal/mol. PM3 does
better at-1.3 kcal/mol, while the expanded core repulsion
formula with PDDG/PM3 adequately solves the problem
(-7.2). For butane vs isobutane, NO-MNDO gives+0.8
kcal/mol, while the experimental, MNDO, AM1, PM3, and
PDDG/PM3, numbers are-2.0,+2.9,+1.7,-0.4, and-2.5
kcal/mol, respectively.

Another area of potential improvement for SMO methods
is in the description of the transition-state energetics of
prototypical pericyclic reactions, especially in comparison
to their overall treatment of hydrocarbons. The consistent
trend is an overestimation of the reaction barriers. As shown
in Table 6, AM1 is best able to reproduce the experimental
barriers for the nine representative reactions, which have been
thoroughly studied by Guner et al.,26,27 giving an average
error of 6.8 kcal/mol. In comparison, HF/6-31G*, MP2/6-
31G*, KMLYP/6-31G*, and B3LYP/6-31G* have MAEs of
18.7, 4.6, 3.2, and 1.7 kcal/mol, respectively. Due to the
current deficiencies, the activation barriers for these nine
prototypical pericyclic reactions were explicitly included in
the parametrization of NO-MNDO. As demonstrated in Table
6, this led to only modest improvement over MNDO, even
though the contribution of these errors to the overall error

Table 4. Number of Molecules (out of 622) Computed to
Have Heats of Formation Differing from Experimental
Values by More than 15 and 30 Kcal/Mol

standard NDDO PDDG

MNDO AM1 PM3 MNDO PM3
nonorthog
NO-MNDO

> 15 kcal/mol 97 49 16 20 7 55
> 30 kcal/mol 18 7 2 4 1 4

Table 5. Problematic Heats of Formation and Their Differences from Experimental Values

standard NDDO PDDG

MNDO AM1 PM3 MNDO PM3
nonorthog
NO-MNDO

ozone (+94.6) isophthalamide (+38.2) isophthalamide
(+35.8)

ozone (-51.4) cubane (-39.1) diazirine (+60.4)

tri-tert-butylmethane (+88.8) di-tert-butyl peroxide (+34.3) cubane (-34.9) isobutylamine (-45.4) carbon suboxide (-50.6)

cubane (-49.6) bicyclo[1.1.1] pentane (+33.4) diadamantanone (+41.6) isophthalamide (+41.8)

3,3,4,4-tetramethyl-2-
pentanone (+45.7)

5-methylisoxazole (+31.8) cubane (-39.2) nitrogen (+39.2)

di-tert-butyl peroxide (+45.1) 3,5-dimethylisoxazole (+31.7)

Table 6. Activation Enthalpies for Selected Pericyclic Reactions (kcal/mol)

standard NDDO PDDG

reaction expta MNDO AM1 PM3 MNDO PM3
nonorthog
NO-MNDO

cyclobutene opening 31.9 49.8 35.3 40.6 44.8 41.3 51.3
1,3,5-hexatriene closure 30.2 40.0 31.0 31.2 38.7 36.6 46.3
o-xylylene closure 28.1 40.3 38.8 38.9 43.6 41.2 46.4
1,3-pentadiene [1,5]-H shift 36.8 57.4 39.8 36.4 46.1 32.4 39.1
cyclopentadiene [1,5]-H shift 23.7 48.9 39.5 37.7 47.5 30.7 42.1
1,5-hexadiene Cope 34.5 40.9 37.6 41.8 42.8 45.9 53.8
ethylene + 1,3-butadiene DA 25.0 45.3 23.8 27.0 41.1 30.0 44.0
ethylene + cyclopentadiene DA 23.7 50.5 28.5 32.1 42.1 33.0 51.0
cyclopentadiene dimerization 15.9 50.0 34.2 37.4 44.3 38.3 26.6
MAE 19.3 6.8 8.2 15.7 9.8 16.7

a References 26 and 27.
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function is not small. This suggests that the standard MNDO
formalism does not allow enough flexibility to describe these
activation barriers accurately. Indeed, inspection of the core
repulsion formula of AM1 for carbon reveals two attractive
Gaussians centered at 2.05 and 2.65 Å, thereby allowing
AM1 to perform better due to the more favorable C-C
interactions in this range. This result is somewhat spurious,
though, as AM1 benefits from erroneous overestimation of
the heats of formation of the reactants in these reactions; it
is not noticeably better for the overall heats of reaction,
giving an MAE of 7.1 kcal/mol for the six reactions with
nonzero enthalpy changes compared to 8.6, 4.8, 3.9, 3.3, and
8.0 kcal/mol for MNDO, PM3, PDDG/MNDO, PDDG/PM3,
and NO-MNDO, respectively.

We also examined the barrier heights of several hydrogen
transfer reactions. The results are listed in Table 7 and
accompany the recent, best estimates from Dybala-Defratyka
et al.28 In these cases, NO-MNDO does very respectably with
an MAE of only 4.7 kcal/mol. The largest error is for the
CH3

• + C2H6 reaction, where the barrier is underestimated
by 8.4 kcal/mol. Furthermore, NO-MNDO is seen to correct
the serious problems in the MNDO results, indicating that
the standard MNDO formalism augmented with the Pauli
repulsions is adequate here.

As a final energetic issue, Table 8 compares conforma-
tional and isomerization energies for prototypical molecules
from the SMO methods with experimental and high-level,
computed values from the literature.29-38 NO-MNDO and
AM1 perform the best among the SMO methods. Although
the gauche structure of butane is predicted to be 0.4 kcal/

mol more stable than anti using NO-MNDO, the overall
improvement versus MNDO is apparent. While the anti to
cis energy difference for butane is underestimated using
MNDO by 2.5 kcal/mol and the energy difference between
equatorial and axial methylcyclohexane is overestimated by
4.8 kcal/mol, the errors with NO-MNDO are just 1.3 and
1.5 kcal/mol, respectively. NO-MNDO is also the only
method to give the cis structure of propanal as the minimum,
as the other SMO methods have the skew structure lower
by 0.3-1.5 kcal/mol. Thus, it seems likely that the addition
of the Pauli repulsions in NO-MNDO has helped in this area.

Structure. Despite the improvements of NO-MNDO over
MNDO with respect to energetics, it is important that the
results for molecular geometries remain reasonable. In fact,
as summarized in Tables 9-11, the overall quality of
geometrical results is similar for all of the SMO methods.
As previously mentioned, this work uses results of geometry
optimizations at the MP2/6-31G* level for the reference
values. This allowed expansion of the training set for bond
lengths, bond angles, and dihedral angles, and comparisons
can now be made in a more consistent manner, e.g., using

Table 7. Barrier Heights for Hydrogen Transfer Reactions (kcal/mol)

standard NDDOa PDDGa

consensusa MNDO AM1 PM3 MNDO PM3
nonorthog
NO-MNDO

CH3
• + CH4 17.53 28.59 13.49 10.14 20.36 6.51 9.55

CH3
• + C2H6 15.36 79.59 12.01 7.29 18.71 3.45 6.92

C2H5
• + CH4 18.99 85.89 17.81 15.60 25.17 12.07 16.45

C2H5
• + C2H6 16.69 32.15 16.02 11.99 23.41 8.29 13.08

C3H7
•+C3H8 16.04 32.45 15.56 12.47 22.80 7.33 16.89

MAE 34.8 1.9 5.4 5.2 9.4 4.7
a Reference 28.

Table 8. Conformational and Isomerization Energies (kcal/mol) for Prototypical Organic Molecules

standard NDDO PDDG

molecule ref ∆E MNDO AM1 PM3 MNDO PM3
nonorthog
NO-MNDO

butane (trans) skew 3.6a 1.4 1.5 1.6 2.2 1.6 1.0
gauche 0.7 0.6 0.7 0.6 1.3 0.3 -0.4
cis 5.7 3.2 3.3 4.0 5.5 3.9 4.4

ethane (staggered) eclipsed 2.8b 1.0 1.2 1.4 2.2 1.1 1.4
methylcyclohexane (equatorial) axial 1.8c 6.6 1.4 1.1 4.4 0.9 0.3
propene (eclipsed) bisected 2.0d 0.2 0.6 0.7 0.1 0.7 1.0
2-butene (trans) cis 1.0e 0.8 1.1 0.2 0.8 1.5 0.9
1,3-butadiene (trans) skew 2.49e 0.3 0.8 0.7 1.4 0.7 1.7
1-butene (skew) cis 0.53e 1.3 0.7 0.9 2.3 0.7 0.8
propanal (cis) skew 0.95e -0.3 -0.6 -0.7 -1.5 -1.1 0.6
N-methylacetamide (Z) E 2.3e 1.0 1.6 0.4 1.3 1.9 2.2
acrolein (trans) cis 2.0e -0.4 0.2 0.4 0.7 0.8 0.3
methyl formate (Z) E 4.75e 2.9 5.6 1.9 0.2 1.8 6.7
MAE 0 1.8 1.1 1.4 1.5 1.3 1.1
a References 29 and 30. b References 31-34. c References 35 and 36. d Reference 37. e Reference 38.

Table 9. Mean Absolute Errors in Bond Lengths (Å)

standard NDDO PDDG

N MNDO AM1 PM3 MNDO PM3
nonorthog
NO-MNDO

training set 153 0.013 0.016 0.012 0.014 0.011 0.016

test set 65 0.018 0.019 0.013 0.020 0.017 0.020

all 218 0.015 0.017 0.012 0.016 0.013 0.017
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re values for bond lengths and not a collection ofr0, rs, etc.,
depending on availability.

The greatest bond-length errors for NO-MNDO are for
triple bonds. Those present in acetylene, propyne, iso-
cyanomethane, 2-butyne, 1,3-butadiyne, vinylacetylene, and
cyanogen are each underestimated by between 0.026 and
0.048 Å. In contrast, with an average error of 0.014 Å, the
lengths of carbon-carbon single bonds are generally accurate
and do not show systematic discrepancies. The largest errors
here include an overestimate of the carbon-carbon single
bonds of azirane by 0.046 Å and underestimates of those
for propyne and 2-butyne by 0.041 and 0.040 Å. Other
substantial deviations include underestimations of the bond
length in molecular hydrogen by 0.099 Å and the nitrogen-
nitrogen bond in hydrazine by 0.067 Å.

While NO-MNDO yields an MAE for bond angles slightly
higher than the other SMO methods, it is seen to have its
significant errors in many of the same situations as MNDO
and PDDG/MNDO, specifically, the overestimation of angles
where the central atom is oxygen. For example, the MNDO,
PDDG/MNDO, NO-MNDO, and MP2/6-31G* COH bond
angles for formic and acetic acid are 116.2°, 123.5°, 118.5°,
and 106.1° and 115.6°, 122.9°, 117.8°, and 105.4°, respec-
tively, while those for the COC angle of methyl formate are
125.7°, 127.9°, 121.2°, and 113.9°. Table 11 shows that the
dihedral angle results from NO-MNDO are comparable to
those of the other methods. AM1 appears to be the best
performer in this area, though neither the data set nor the
margin is large. The greatest sources of errors are also
consistent across the methods and correspond to cases with
relatively flat torsional energy surfaces.

Ionization Potentials and Dipole Moments.Ionization
potentials from Koopman’s theorem and dipole moments are
also traditionally examined in papers reporting SMO meth-
ods. Though these properties were not emphasized in this
study, the results with NO-MNDO compare reasonably well
with those from the alternative SMO methods. The increase
of the one-electron energy,Uss, for hydrogen in Table 2
causes ionization potentials to generally be underestimated
by ca. 1-2 eV for hydrocarbons with NO-MNDO; the largest
error occurs for methane. For the 96 compounds that were
studied, the average errors in ionization potentials are 0.72,
0.53, 0.59, 0.65, 0.56, and 1.20 eV for MNDO, AM1, PM3,
PDDG/MNDO, PDDG/PM3, and NO-MNDO. However, in
plots of the experimental and SMO results, as in Figure 1,
the correlation coefficients (r2) for the ionization potentials
are 0.75, 0.86, 0.81, 0.82, 0.82, and 0.80 from MNDO, AM1,
PM3, PDDG/MNDO, PDDG/PM3, and NO-MNDO, and rms
errors from the linear fits are 0.74, 0.55, 0.64, 0.62, 0.62,
and 0.66 eV, respectively.

For gas-phase dipole moments, 47 molecules were con-
sidered. The average errors are 0.29, 0.22, 0.25, 0.20, 0.23,
and 0.31 D from MNDO, AM1, PM3, PDDG/MNDO,
PDDG/PM3, and NO-MNDO. For the correlations of the
experimental and computed values, the correspondingr2

values are 0.88, 0.90, 0.91, 0.93, 0.92, and 0.88, and the
rms errors are 0.38, 0.33, 0.33, 0.30, 0.31, and 0.37 D,
respectively.

5. Conclusions

The effect of introduction of the overlap matrix in the secular
determinant has been evaluated starting from the MNDO
method. The implementation featured parametrization for
molecules containing C, H, N, and O atoms, and the resultant
nonorthogonal method was designated NO-MNDO. Testing
included computation of a large number and variety of
energetic quantities, ionization potentials, and dipole mo-
ments. Any study of this type may be incomplete since
additional testing, e.g., for ion energetics or hydrogen
bonding, could be performed and because the optimal
parameter sets may not have been found, as suspected here
for nitrogen with NO-MNDO. The present results indicate
that the NO-MNDO modification coupled with optimization
of the atomic energies,eisol, provides significantly improved

Table 10. Mean Absolute Errors in Bond Angles (deg)

standard NDDO PDDG

N MNDO AM1 PM3 MNDO PM3
nonorthog
NO-MNDO

training set 93 1.8 1.4 1.7 2.5 1.8 2.5

test set 33 2.0 1.7 1.6 2.3 1.9 2.4

all 126 1.9 1.5 1.7 2.4 1.9 2.5

Table 11. Mean Absolute Errors in Dihedral Angles (deg)

standard NDDO PDDG

N MNDO AM1 PM3 MNDO PM3
nonorthog
NO-MNDO

training set 15 4.6 2.3 2.8 2.8 3.5 4.5
test set 19 3.1 3.2 3.5 4.9 3.9 4.4
all 34 3.8 2.8 3.2 4.0 3.7 4.5

Figure 1. Correlation of experimental ionization potentials (left) and gas-phase dipole moments (right) with results from NO-
MNDO calculations.
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energetic results over those from MNDO. Overall, the
accuracy of NO-MNDO is very similar to that of the AM1
method, which utilizes more than 30 additional, optimized
parameters. Therefore, it is apparent that one can devise an
MNDO variant that has similar quality as AM1 but does
not require the addition of the AM1 Gaussians to the core
repulsion formula. Notable improvements for NO-MNDO
over MNDO are obtained for rotational barriers about single
bonds and for the barriers for hydrogen-atom transfer
reactions. The characteristic branching errors for isomers
from MNDO and AM1 were also relieved. It is reiterated
that the present work was not carried out to introduce a new
SMO method; its sole purpose was to test the impact of
including the overlap matrix in the secular equations for an
MNDO-based method. The associated improvements are
significant enough to warrant consideration of the method-
ological change in the development of future semiempirical
MO methods.
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Abstract: The use of parallel tempering or replica exchange molecular dynamics (REMD)
simulations has facilitated the exploration of free energy landscapes for complex molecular
systems, but application to large systems is hampered by the scaling of the number of required
replicas with increasing system size. Use of continuum solvent models reduces system size
and replica requirements, but these have been shown to provide poor results in many cases,
including overstabilization of ion pairs and secondary structure bias. Hybrid explicit/continuum
solvent models can overcome some of these problems through an explicit representation of
water molecules in the first solvation shells, but these methods typically require restraints on
the solvent molecules and show artifacts in water properties due to the solvation interface. We
propose an REMD variant in which the simulations are performed with a fully explicit solvent,
but the calculation of exchange probability is carried out using a hybrid model, with the solvation
shells calculated on the fly during the fully solvated simulation. The resulting reduction in the
perceived system size in the REMD exchange calculation provides a dramatic decrease in the
computational cost of REMD, while maintaining a very good agreement with results obtained
from the standard explicit solvent REMD. We applied several standard and hybrid REMD methods
with different solvent models to alanine polymers of 1, 3, and 10 residues, obtaining ensembles
that were essentially independent of the initial conformation, even with explicit solvation. Use of
only a continuum model without a shell of explicit water provided poor results for Ala3 and Ala10,
with a significant bias in favor of the R-helix. Likewise, using only the solvation shells and no
continuum model resulted in ensembles that differed significantly from the standard explicit
solvent data. Ensembles obtained from hybrid REMD are in very close agreement with explicit
solvent data, predominantly populating polyproline II conformations. Inclusion of a second shell
of explicit solvent was found to be unnecessary for these peptides.

Introduction
The potential energy surfaces of biological systems have long
been recognized to be rugged, hindering conformational
transitions between various local minima. This sampling

problem can preclude success even when a sufficiently
accurate Hamiltonian of the system is used in the simulations.
Thus, a significant effort has been put into devising efficient
simulation strategies that locate low-energy minima for these
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complex systems. Conformational sampling was recently
reviewed1 and is also the subject of a recent special journal
issue.2

One approach that has seen a recent increase in the use of
biomolecular simulation is the replica exchange method.3-5

In replica exchange molecular dynamics (REMD)6 (also
called parallel tempering3), a series of molecular dynamics
simulations (replicas) are performed for the system of
interest. In the original form of REMD, each replica is an
independent realization of the system, coupled to a heat bath
at a different temperature. The temperatures of the replicas
span a range from low values of interest (such as 280 K or
300 K) up to high values (such as 600 K) at which the system
can rapidly overcome potential energy barriers that would
otherwise impede conformational transitions on the time scale
simulated.

At intervals during the otherwise standard simulations,
conformations of the system being sampled at different
temperatures are exchanged based on a Metropolis-type
criterion7 that considers the probability of sampling each
conformation at the alternate temperature (described in more
detail in Methods). In this manner, REMD is hampered to a
lesser degree by the local minima problem, since simulations
at low temperature can escape kinetic traps by “jumping”
directly to alternate minima being sampled at higher tem-
peratures. Likewise, the structures sampled at high temper-
atures can anneal by being transferred to successively lower
temperatures. Moreover, the transition probability is con-
structed such that the canonical ensemble properties are
maintained during each simulation, thus providing potentially
useful information about conformational probabilities as a
function of temperature. Due to these advantages, REMD
has been applied to studies of peptide and small protein
folding.3,6,8-16

For large systems, however, REMD becomes intractable
since the number of replicas needed to span a given
temperature range increases with the square root of the
number of degrees of freedom in the system.17-20 Several
promising techniques have been proposed19,21-23 to deal with
this apparent disadvantage to REM.

The method chosen to treat solvent effects can have a
direct impact on the system size and thus the computational
requirement of employing REMD. Explicit representation of
solvent molecules significantly increases the number of atoms
in the simulated system, particularly when the solvent box
is made large enough to enclose unfolded conformations of
peptides and proteins. The growth in system size results in
the need for many more replicas to span the same tempera-
ture range. This increase in computational cost is in addi-
tion to that added by the need to calculate forces and inte-
grate equations of motion for the explicit solvent mole-
cules.

Continuum solvent models such as the semianalytical
Generalized Born (GB) model24 estimate the free energy of
solvation of the solute based on coordinates of the solute
atoms. The neglect of explicit solvent molecules can
significantly reduce the computational cost of evaluating
energies and forces for the system, but a larger effect with
REMD can arise from the reduction in the number of replicas

due to the fewer degrees of freedom. This factor can
determine whether REMD is a practical approach to model
the system. For example, in the 10-residue peptide model
presented below, 40 replicas are needed when the solvent is
included explicitly, while only 8 are sufficient for the same
peptide with a continuum solvent model. Larger systems
would be expected to show even greater differences; the
number of peptide atoms increases approximately linearly
with sequence length, while the volume of a sphere (and
thus the number of solvent atoms) needed to enclose
extended conformations increases with the peptide length
to the third power. Thus one can roughly estimate that
the difference in number of replicas required for explicit
vs continuum solvation of a system will increase with
the number of solute degrees of freedom to the3/2
power.

Continuum solvent models are thus an attractive approach
to enabling the study of larger systems with REMD. Among
the various models that have been developed, the GB
approach is commonly used with molecular dynamics due
to its computational efficiency, permitting use at each time
step. However, these models can also have significant
limitations. Since the atomic detail of the solvent is not
considered, modeling specific effects of structured water
molecules can be challenging. In the case of protein and
peptide folding, it appears likely that the current generation
of GB models do not have as good a balance between
protein-protein and protein-solvent interactions as do the
more widely tested explicit solvent models.25,26 More par-
ticularly, it has been reported12,26-28 that ion pairs were
frequently too stable in the GB implicit water model, causing
salt bridged conformations to be oversampled in MD
simulations, thus altering the thermodynamics and kinetics
of folding for small peptides. A clear illustration was given
by Zhou and Berne26 who sampled the C-terminalâ-hairpin
of protein G (GB1) with both a surface-GB (SGB)29

continuum model and an explicit solvent. The lowest free
energy state with SGB was significantly different from the
lowest free energy state in the explicit solvent, with incorrect
salt bridges formed at the core of the peptide, in place of
hydrophobic contacts. Zhou extended this study on GB1 by
examining several force field-GB model combinations, with
all GB models tested showing erroneous salt-bridges.27

The more rigorous models based on Poisson-Boltzmann
(PB) equations are generally considered to be more accurate.
Historically, the increased cost of evaluating solvation free
energy with these methods results in their use primarily to
postprocess a small number of conformations, or snapshots
sampled during an MD simulation in the explicit solvent.30

However, some researchers have reported using PB as a
solvent model for molecular dynamics simulation.31,32 PB
approaches do not necessarily overcome the difficulty of
modeling nonbulk effects in the first solvation shells.

To benefit from the efficiency of implicit solvents while
incorporating these first shell effects, several hybrid explicit/
implicit models have been proposed. These typically employ
the explicit solvent only for the first 1-2 solvation shells of
the solute, often surrounded by a continuum representation
of various types.33-45 However, these methods have draw-
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backs in that the explicit water typically must be restrained
to remain close to the solute to avoid diffusion into the “bulk”
continuum. These restraints as well as the boundary effects
at the explicit/implicit interface can have a dramatic effect
on solute behavior. In a recent implementation, Lee et al.
employed a hybrid TIP3P/GB solvation model with excellent
results,41 but they pointed out drawbacks typical for these
models, such as the need for a fixed solute volume and shape
for the solvation cavity, preventing large-scale conforma-
tional changes of the type that is necessary for detailed
analysis of conformational ensembles using enhanced sam-
pling techniques such as REMD. In addition, they demon-
strated that solvent properties such as radial density and
dipole distributions showed significant artifacts due to
boundary effects.

Recognizing that the main difficulty in applying REMD
with the explicit solvent lies in the number of simulations
required, rather than just the complexity of each simulation,
we propose a new approach in which each replica is
simulated in the explicit solvent using standard methods such
as periodic boundary conditions and inclusion of long-range
electrostatic interactions. However, the calculation of ex-
change probabilities (which determines the temperature
spacing and thus the number of replicas) is handled differ-
ently. Only a subset of closest water molecules is retained,
while the remainder istemporarilyreplaced by a continuum
representation. The energy is calculated using the hybrid
model, and the exchange probability is determined. The
original solvent coordinates are then restored, and the
simulation proceeds as a continuous trajectory with fully
explicit solvation. This way the perceived system size for
evaluation of exchange probability is dramatically reduced
and fewer replicas are needed.

An important difference from the existing hybrid models
is that our system is fully solvated throughout the entire
simulation, and thus the distribution functions and solvent
properties should not be affected by the use of the hybrid
model in the exchange calculation. In addition, no restraints
of any type are needed for the solvent, and the solute shape
and volume may change since the solvation shells are
generated for each replica on the fly at every exchange
calculation. Nearly no computational overhead is involved
since the calculation is performed infrequently as compared
to the normal force evaluations. Thus the hybrid REMD
approach can employ more accurate continuum models that
are too computationally demanding for use in each time step
of a standard molecular dynamics simulation.

In this study we have tested the hybrid REMD method on
varying lengths of polyalanine peptides (dipeptide, tetra-
peptide, and Ala10). Many helical design studies have used
polyalanines with charged residues,46-48 N-capping,49 and
C-capping interactions50 to solubilize the peptides and
stabilize helical structure. Recently, experimental studies with
CD, NMR, and UV resonance Raman have been able to
characterize a primarily polyproline type II (PII) structure in
short polyalanines51-53 and in the denatured state of longer
alanine peptides.54 MD simulations of polyalanines have
further substantiated these experimental observations.38,55The
quality of the solvent model is expected to be critically

important since it has been proposed that specific solvation
of backbone amide groups plays a key role in the stabilization
of PII conformations.55,56

For each peptide we first obtained conformation ensembles
using standard REMD in explicit solvent. We used these data
as a reference in order to remove the influence of the protein
force field parameters from this study of solvation models.
For each sequence, two sets of REMD simulations in the
explicit solvent were run with different initial conformations
until convergence was indicated by reasonable agreement
between the data sets. For example, the populations of
conformation clusters in the two Ala10 runs in the TIP3P
solvent were highly correlated (R2)0.974), demonstrating
high similarity not only in the types of structures sampled
in these two simulations but also in their probability in these
independently generated ensembles. This level of conver-
gence gives us confidence that the differences we observe
between the various solvent models are predominantly due
to solvation effects and not poorly converged ensembles with
large uncertainties in the resulting data.

We then employed pure GB REMD simulation using both
models available in Amber (GBHCT 57 and GBOBC 58,59) as well
as the hybrid REMD approach using the same GB models.
We also performed REMD where only the first 1 or 2
solvation shells were retained for the exchange calculations
(without a continuum model). Comparison of these results
to each other and to the standard explicit solvent REMD
results provides insight into the performance of the GB
models, the improvement obtained by retaining the first
solvation shell in the calculation of exchange probability (the
hybrid model), and the need for the reaction field surrounding
the solvation shells.

We compared ensemble distributions of properties such
as chain end-to-end distance, backboneφ/ψ free energy
maps, and cluster populations among the methods. While
all of the solvation models provided similar results for alanine
dipeptide, the GB models failed to reproduce the TIP3P
ensemble data for Ala3 and Ala10 even at a qualitative level,
providing ensembles that were dominated byR-helical
conformations. Simulations using hybrid REMD using
GBOBC and only a single shell of explicit water were in
good accord with the reference simulations, with a high
degree of similarity between structure populations
(R2)0.93), with lack of significantR-helix, and a strong
preference for PII conformation. This agreement was obtained
despite a significant reduction in computational cost; for
Ala10, 40 replicas were used for standard REMD in TIP3P,
while only 8 were needed for pure GB or hybrid GB/TIP3P
REMD.

Methods
Replica Exchange Molecular Dynamics (REMD).We
briefly summarize the key aspects of REMD as they relate
to the present study. In standard Parallel Tempering or
Replica Exchange Molecular Dynamics,3,6 the simulated
system consists ofM noninteracting copies (replicas) atM
different temperatures. The positions, momenta, and tem-
perature for each replica are denoted by{q[i], p[i], Tm}, i )
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1,...,M; m ) 1,..., M. The equilibrium probability for this
generalized ensemble is

where the HamiltonianH(p[i],q[i]) is the sum of kinetic energy
K(p[i]) and potential energyE(q[i]). For convenience we
denote{p[i],q[i]} at temperatureTm by xm

[i] and further define
X ) {x1

[i(1)], ..., xM
[i(M)]} as one state of the generalized

ensemble. We now consider exchanging a pair of replicas.
Suppose we exchange replicasi and j, which are at
temperaturesTm andTn, respectively,

To maintain a detailed balance of the generalized system,
microscopic reversibility has to be satisfied, thus giving

where F(XfX′) is the exchange probability between two
statesX andX′. With the canonical ensemble, the potential
energyE rather than total HamiltonianH will be used simply
because the momentum can be integrated out. Inserting eq
1 into eq 3, the following equation for the Metropolis
exchange probability is obtained:

In practice, several replicas at different temperatures are
simulated simultaneously and independently for a chosen
number of MD steps. Exchange between a pair of replicas
is then attempted with a probability of success calculated
from eq 4. If the exchange is accepted, the bath temperatures
of these replicas will be swapped, and the velocities will be
scaled accordingly. Otherwise, if the exchange is rejected,
each replica will continue on its current trajectory with the
same thermostat temperature.

As we described above, one of the major limitations of
REM is that the number of replicas needed to span a
temperature range grows proportionally to the square root
of number of degrees of freedom in the simulated system.
While a more rigorous analysis of the acceptance probability
in REM trials has been given recently using a Gaussian
energy distribution model,20,60one can also approximate from
eq 4 that the overall exchange probabilityPacc is proportional
to exp(-∆T2/T2), which implies that a greater acceptance
ratio requires a smaller temperature gap∆T or a more dense
temperature distribution to reach. On the other hand,∆T
should be as large as possible so as to span a wide
temperature range with a small number of replicas. The
relationship can be estimated through consideration of
potential energy fluctuations of two replicas sampling at the
target temperature Tn and Tn-1 (Figure 1). The instantaneous
energy fluctuationδE in a given simulation at temperature
T scales asxfT, and the average energy gap∆E between
two neighboring replicas is proportional tof∆T, wheref is
the number of degrees of freedom and∆T ) Tn - Tn-1.
Obtaining a reasonable acceptance ratio relies on keeping

the replica energy gap comparable to the energy fluctuations,
thus ∆E/δE should be near unity. Since∆E/δE is propor-
tional to ∆Txf/T, the acceptable temperature gap between
neighboring replicas therefore decreases with larger systems
as ∆T∼1/xf, and more simultaneous simulations are
needed to cover the desired temperature range.

Model Systems and Simulation Details.We simulated
three polyalanine sequences: alanine dipeptide (Ala1), alanine
tetrapeptide (Ala3), and polyalanine (Ala10), all with acety-
lated and amidated N- and C-termini, respectively. All
simulations employed the Amber ff99 force field,61,62 with
modifications63 to reduceR-helical bias. Explicit solvent and
hybrid REMD used the TIP3P water model.64 The standard
REMD simulations in explicit solvent and in pure GB were
run using our REMD implementation as distributed in Amber
(version 8).65 The hybrid solvent REMD calculations were
performed with a locally modified version of Amber 8. All
bonds involving hydrogen were constrained in length using
SHAKE.66 The time step was 2 fs. Temperatures were
maintained using weak coupling67 to a bath with a time
constant of 0.5 ps-1.

Secondary structure basin populations for central residues
were calculated based onφ/ψ dihedral angle pairs. The
dihedral angle ranges defining for those regions are provided
in Table S1. The solvent accessible surface areas (SASA)
for simulated peptides were calculated using the gbsa) 2
option in AMBER. The end-to-end distances for Ala10 were
calculated between CR atoms of Ala2 and Ala9 (omitting
terminal residues) using the ptraj module of Amber. Cluster
analysis for Ala10 was performed using moil-view,68 using
backbone RMSD for Ala2-9 and a similarity cutoff of 2.5
Å.

Explicit Solvent REMD. The Ala10 peptide inR-helical
conformation was solvated in a truncated octahedral box
using 983 TIP3P water molecules for a total of 3058 atoms.
The system was equilibrated at 300 K for 50 ps with
harmonic positional restraints on solute atoms, followed by
minimizations with gradually reduced solute positional
restraints and three 5 ps MD simulations with gradually
reduced restraints at 300 K. Long-range electrostatic interac-
tions were calculated using PME.69 Simulations were run in
the NVT ensemble.

Forty replicas were used at temperatures ranging from 267
K to 571 K, which were optimized to give a uniform
exchange acceptance ratio of∼30%. Exchange between
neighboring temperatures was attempted every 1 ps, and each

W(p[i],q[i],Tm) ) exp{- ∑
i)1

M 1

kBTm

H(p[i],q[i])} (1)

X ) { ...;xm
[i];...;xn

[j];...} fX′ ) { ...;xm
[j];...;xn

[i];...} (2)

W(X)F(XfX′) ) W(X′)F(X′fX) (3)

F ) min (1, exp{( 1
kBTm

- 1
kBTn

)(E(q[i]) - E(q[j]))}) (4)

Figure 1. Schematic diagram illustrating the energy fluctua-
tions for simulations at two temperatures for neighboring
replicas. To obtain high exchange probabilities, the energy
fluctuations δE in each simulation should be of comparable
magnitude to the mean energy difference ∆E.
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REMD simulation was run for 50 000 exchange attempts (50
ns). The first 5 ns of each simulation was discarded to remove
the initial structure bias.

To provide a stringent test of data convergence for greater
conformational diversity expected for Ala10, two sets of
REMD simulations were performed, starting from different
initial conformations. In one set, all replicas were started
from a fully R-helical conformation; in the other an extended
conformation was employed. In the case of Ala1 and Ala3,
lower bounds for uncertainty were estimated by separating
the full simulation data into halves and reporting the
difference between values calculated for each half.

A similar procedure was used for Ala1 and Ala3. Ala1 was
solvated in a truncated octahedral box using 341 TIP3P water
molecules. Ala3 required 595 water molecules. For both
systems the same equilibration procedure as used for Ala10

was employed. To cover the same temperature range 20
replicas for Ala1 and 26 replicas for Ala3 were needed. Both
systems were simulated for∼40 000 exchanges, and the first
5000 exchange attempts were discarded as equilibration.

Implicit Solvent REMD. Solvent effects were calculated
through the use of two Generalized Born implementations
in Amber (GBHCT and GBOBC (note that GBOBC is model 2
in ref 59)). Two sets of intrinsic Born radii were used, both
adopted from Bondi70 with modification of hydrogen.71

Unless otherwise noted, the GBHCT model was used with the
mbondi radii, and the GBOBC model was employed with
mbondi2 radii (as recommended in Amber). Scaling factors
were taken from the TINKER modeling package.72 No cutoff
on nonbonded interactions was used. All other simulation
parameters were the same as used in explicit solvent.

For Ala10, the use of the continuum solvent model resulted
in a total of 109 atoms considered explicitly in the simula-
tions (∼28 times fewer than in the explicitly solvated
system). The much smaller system size permitted the use of
8 replicas to cover the same temperature range that required
40 replicas in the explicit solvent, while obtaining the same
30% exchange acceptance probability. Exchanges were
attempted every 1 ps, and the REMD simulation was run
for 50 000 exchange attempts (50 ns). Simulations were
initiated with the same two initial conformation ensembles
as were used for the explicit solvent REMD calculations,
with comparison of the two runs providing a lower bound
for the uncertainty in resulting data. For Ala1 and Ala3 the
same approach was used, with 4 replicas used to cover the
temperature space for each system. Simulations were run for
50 000 exchange attempts, and the first 5000 exchanges were
discarded.

Hybrid Solvent REMD. All simulation parameters in the
hybrid solvent REMD simulations were the same as those
employed for standard REMD in the explicit solvent, with
the exception that the number of replicas (8 for Ala1, Ala3,
and Ala10) and the target temperatures were the same as those
used for the pure GB REMD simulations for Ala10. It is
important to note that the hybrid solvent model was used
only for calculation of exchange probability; the simulations
themselves were performed on fully solvated systems with
truncated octahedral periodic boundary conditions and PME
for the calculation of long-range electrostatic interactions.

We determined the number of water molecules to retain
in the hybrid model based on analysis of the number of
waters in the first solvation shell of Ala10 in the ensemble
of structures sampled in the standard REMD explicit solvent
simulations. We found that 100 water molecules were
sufficient even for the most extended conformations (data
not shown). Thus this number was used for all replicas and
all exchanges. For Ala1, 30 water molecules were enough
to incorporate the first solvation shell and 60 water molecules
for the first and second solvation shells. These numbers
increase to 50 waters and 100 waters for the first solvation
shell and the first and second solvation shells of Ala3,
respectively. Ala1 and Ala3 hybrid simulations were run for
∼30 000 exchanges, and the first 5000 were discarded.

At each exchange step, the distance between the oxygen
atom of each water molecule and all solute atoms was
calculated. Water molecules were then sorted by their closest
solute distance, and all water molecules except theX with
the shortest solvent-solute distances were temporarily
discarded (whereX is the number of waters retained in each
system, as described above). The energy of this smaller
system was then recalculated using only these close waters
and the GB solvent model. This energy was used to calculate
the exchange probability, and then all waters were restored
to their original positions and the simulations were continued
(Figure 2). In this manner the simulations using the hybrid
solvent model were continuous simulations with fully sol-
vated PBC/PME, and the hybrid model was used only for
the calculation of exchange probabilities.

Results and Discussion
Comparison of Exchange Efficiency for Hybrid and
Standard REMD in Ala 10. Even though REMD has become
a useful tool to improve conformational sampling, REMD
simulations are highly computationally expensive, particu-
larly when the solvent is treated explicitly. The increase in
cost arises not only from the additional effort involved in
calculating forces in a given simulation but also from the
increase in the number of simulations (replicas) needed to
span a particular temperature range. This increase is due to
the much larger number of degrees of freedom present in
the explicitly solvated system as compared to that in
continuum solvent models. In the case of Ala10, our largest
model system, the number of replicas needed to span the
range of 267 K to 571 K increases from 8 to 40 when
switching from implicit to explicit solvation.

We evaluated the utility of the hybrid solvent model during
the calculation of the exchange probability on several levels,
using Ala10 as its size is most relevant to the larger systems
that would benefit most from this method. First, we validated
that fewer replicas were needed to obtain efficient exchange
with the hybrid model as compared to the number required
when retaining the full periodic box of explicit water
molecules during the exchange probability calculation (eq
4). Efficient exchanges were obtained with the hybrid model
even when using the same number of replicas as was needed
for the pure continuum solvent REMD simulations. Next,
we evaluated whether the use of the hybrid model affected
the data obtained from the simulations, with particular

424 J. Chem. Theory Comput., Vol. 2, No. 2, 2006 Okur et al.



emphasis on the conformational distributions sampled by the
model peptides. These distributions were also compared to
those obtained for REMD with only the continuum solvent
model.

An important benefit of REMD is the ability to obtain
improved sampling at low temperatures of interest by
exchanging conformations with higher temperature simula-
tions that have less likelihood to become kinetically trapped.
As described in Methods, the probability of the successful
exchange of conformations between two temperatures de-
pends on the overlap in potential energy distributions at those
temperatures. Figure 3 shows the potential energy distribu-
tions for each temperature for sets of simulations with explicit
solvent (A) and those with GB (B) between 267 K and 571
K. The graph illustrates why fewer replicas are required for
the GB model; the energy range spanned is smaller for the
smaller system, and fewer replicas are still able to achieve
the required overlap. In contrast, when the explicit solvent
model is used with only the 8 replica temperatures that are
successful with GB, no significant overlap in the distributions
is observed (Figure 3C).

Based on Figure 3, exchanges between replicas at neigh-
boring temperatures are expected to occur with a high
probability when using 40 replicas in explicit solvent or 8
replicas with GB. No exchanges are expected for the explicit
solvent with only 8 replicas. Figure 4 shows the temperature
histories of the first 2 replicas in the same explicit solvent
and GB REMD simulations as were shown in Figure 3. As
expected, the replicas visited all available temperatures during
the run (the other replicas showed similar behavior and are
not shown for clarity). However, the explicit solvent REMD
with only 8 replicas showednoexchanges even after 25 000
attempts (25 ns simulation), and all replicas remained at their
initial temperatures. This REMD simulation is identical to

8 standard MD simulations at different temperatures, and
therefore no sampling improvement is obtained. Thus, in
order for replicas to sample a range of temperatures, more
replicas (and significantly more computational resources) are
required for simulations in the explicit solvent. Reducing this
requirement while maintaining fully explicitly solvated
simulations is the goal of our hybrid model.

These exchange efficiencies are all consistent with previ-
ously reported REMD simulations and the known scaling
with system size of the number of replicas required for
efficient exchange. In our case these data provide an

Figure 2. Schematic description of hybrid solvent REMD. The fully solvated Ala10 (with truncated octahedral boundary conditions)
is simulated between exchanges (left). The exchange energy is calculated by retaining only the closest 100 waters (center),
with bulk solvent properties calculated using the GB solvation model. After the exchange calculation the explicit solvent is restored,
and the dynamics continues under periodic boundary conditions. This approach allows on the fly calculation of the solvation
shell, whose shape adjusts automatically to the solute conformation (top: R-helical structure, bottom: extended structure). As
a result, many fewer replica simulations are required.

Figure 3. Potential energy distributions for Ala10 simulations
over a range of temperatures using (A) explicit solvent REMD
with 40 replicas, (B) GB REMD with 8 replicas, and (C) explicit
solvent REMD with 8 replicas using the same temperature
distribution as GB REMD. GB simulations involve fewer
degrees of freedom and are able to span the energy range
with fewer replicas. In contrast, no overlap is obtained when
using explicit solvent with the same replica and temperature
selection as GB. This implies that no exchanges would be
permitted, and the benefits of REMD would be lost.
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important context for evaluation of the use of hybrid
solvation models during the calculation of exchange prob-
ability. We performed REMD simulations using the same
explicitly solvated system as shown above, but with only
the 8 replicas/temperatures that gave an efficient exchange
with pure GB solvation. With standard REMD, this system
showed no overlap in potential energy distributions and was
unable to generate any successful exchanges (Figure 4C).
We employed the hybrid solvent model only for calculation
of the exchange probability (eq 4) for this fully explicit
solvent system. The distributions of the potential energies
for the different temperatures during 10 000 exchange
attempts (10 ns) are shown in Figure 5. Use of the hybrid
solvent model permits the simulations to achieve nearly the
same level of energy distribution overlap as we obtained for

the pure GB model. Consistent with this observation, multiple
exchanges are observed despite the relatively small number
of replicas employed. The replicas are able to traverse the
entire temperature range on the nanosecond time scale. It is
interesting to note that this is more rapid than seen for the
standard REMD explicit solvent run, most likely due to the
larger temperature step taken with each successful exchange
with the hybrid solvent model (due to larger∆T between
neighboring replicas). The standard REMD run requires more
exchanges to traverse the same total temperature range. This
suggests that the hybrid calculation may have additional
advantages beyond simply reducing the number of replicas
as compared to the standard REMD; however, such an
analysis is outside the scope of the present article.

Analysis of Conformational Sampling in Hybrid and
Standard REMD. After establishing the ability of the hybrid
REMD model to reduce the number of replicas required to
obtain efficient exchanges, we examined the ability of the
hybrid approach to reproduce ensemble data obtained with
standard REMD in the explicit solvent. We also investigated
whether the reaction field beyond the solvation shells is
required, and the dependence of the results on the number
of solvation shells included in the exchange calculation. For
the larger Ala10, the computational demands of obtaining
high-precision data for various hybrid models (which require
fully solvated simulations) prevented exhaustive testing.
Thus, these more detailed tests were performed on the smaller
models alanine dipeptide (blocked Ala1) and alanine tetra-
peptide (blocked Ala3).

Alanine Dipeptide. We first compared results obtained
for the standard REMD with TIP3P to those from 2 different
GB models as well as to TIP3P but using the hybrid solvent
model for calculation of exchange probability. The hybrid
model employed either a first solvent shell (30 TIP3P waters)
or first and second shells (60 waters). The population of
minima corresponding to alternate secondary structure types
(see Methods for details) are shown in Table 1. The largest
population is found for the polyproline II basin (∼35%),
followed by anR-helix and aâ-sheet (each∼25%), and a
much lower population of a left-handedR-helix or turn
conformation (1-3%). We make the observation that all of
these solvent models provide essentially the same results.
Use of either GBOBC or GBHCT with no explicit solvent either
in MD or in the exchange calculation provides populations
for each of the basins with an error of∼2% population as
compared to the standard REMD in the explicit solvent.
Similarly, the average SASA is nearly identical for all
models. These data indicate that the hybrid model is at least
performing adequately and does not have any obvious and
serious problems and that similar results are obtained for
either the first and second solvation shells or only the first
shell. This insensitivity is expected since the GB simulations
adequately reproduced the explicit solvent data with no
explicit solvent shell. The insensitivity of the results to
solvent model strongly indicates that alanine dipeptide is not
a good test case for evaluation of the effects of inclusion of
explicit solvent.

Alanine Tetrapeptide. We next turn to results from
alanine tetrapeptide to evaluate whether the agreement

Figure 4. Temperature histories for Ala10 replicas using (A)
explicit solvent with 40 replicas, (B) GB with 8 replicas, and
(C) explicit solvent with 8 replicas. For clarity only the first
two replicas for A and B and only the first 5000 exchanges of
B are shown. Consistent with the potential energy distributions
shown in Figure 3, exchanges are only obtained when
sufficient overlap in potential energy distributions is present.
If too few replicas are used (C), the result is a series of
standard MD simulations.

Figure 5. Potential energy distributions (A) and temperature
histories of 2 Ala10 replicas (B) using 8 replicas in periodic
boxes with fully explicit solvent but with the hybrid solvent
model for calculation of exchange probability. Use of the
hybrid model gives overlap between neighboring temperatures
and allows replicas to span a range of temperatures, in sharp
contrast to the total lack of exchanges for the same simulated
system with standard REMD (Figures 3C and 4C). For clarity
only the first 10 000 exchanges are plotted, and only 2 replicas
are shown in the lower figure.
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between all solvent models tested for alanine dipeptide is
maintained in larger systems. In Table 2 we show populations
for secondary structure basins for the central alanine residue
using standard REMD with explicit solvent, GBOBC or
GBHCT. Data are also shown for several hybrid models, as
discussed below.

For standard REMD in explicit solvent, we observe that
the populations have not changed significantly from those
obtained for alanine dipeptide, with a slight increase in
population of the polyproline II conformation that dominates
the ensemble. In this case, however, we observe that both
of the pure GB models are in significant disagreement with
TIP3P, with R-helical conformations dominating the en-
semble (over 50% for each GB model). The two GB models
are similar to each other. Overstabilization of salt bridges in
GB has been reported,12,26,27but no salt bridges are present
in this system.

Next, we performed REMD simulations in explicit solvent,
but retain only the first (50) or the first and second (100)
solvation shells in the exchange calculation. Importantly, no
GB model was included in these simulations. Using only a
single solvation shell results in a significant bias in favor of
R-helical conformations (41% vs∼24% for standard REMD),
much too little polyproline II conformation and nearly three
times theRL/turn conformation than was sampled in standard
REMD. Inclusion of a second shell (without GB) resulted
in an even greater shift of the ensemble toward turn
structures. Notably, both of these shell models show a
significantly smaller average SASA than obtained with
standard REMD in the explicit solvent, consistent with a
drive toward compact conformations that reduce the water/
vacuum interface that is present without a reaction field to
surround the solvent shells.

We next examine the data obtained from the hybrid model
in which GB solvation was employed in addition to shells
of explicit solvation. We note that all of these models are in

significantly better agreement with the standard TIP3P
REMD data, regardless of the GB method or number of
shells. The more recent GBOBC model performed best, with
errors in population of only∼3% for all basins with the
exception of theR-helix conformation with the first and
second shell model, which had an error that was less than
5%. The average SASA was also in excellent agreement with
standard REMD. We conclude that this hybrid model is
significantly better than the pure GB REMD or inclusion of
only the solvation shells with no reaction field. The addition
of a second shell in the exchange calculation appears to make
no significant difference as compared to a single shell.

As described above, the MD simulations between ex-
changes in the hybrid model are performed with full explicit
solvation. We thus do not need to restrain the explicit water,
and since the solvation shells are surrounded by bulk explicit
solvent, we expect no effect on the water geometries as have
been reported when using a hybrid GB+explicit water model
for dynamics.41 To test this hypothesis, we calculated the
radial distribution function for water oxygens around the
carbonyl oxygen in the central Ala2 and found that the
function obtained in the hybrid model was indistinguishable
from that in the standard REMD in the explicit solvent
(Figure S1). Since these data are obtained from the entire
set of structures, this close agreement is also a further
indicator of the similarity of the ensembles obtained using
hybrid or standard REMD.

The hybrid model using GBHCT performed comparably to
GBOBC when only a single shell was used, but the first+second
shell model showed a marked reduction in theR-helix
conformation (from 23.5% to 14.9%). This was accompanied
by an increase in the average SASA. These effects with
GBHCT are even more apparent in Ala10 and will be discussed
in more detail below.

Polyalanine (Ala10). The conformational variability avail-
able to Ala10 is significantly greater than for alanine dipeptide

Table 1. Populations of Basins on the Alanine Dipeptide φ/ψ Energy Landscape Corresponding to Alternate Secondary
Structures, along with Average Solvent Accessible Surface Areasa

alanine dipeptide R â PII RL SASA

explicit solvent 28.1 ( 1.0 25.1 ( 0.1 36.2 ( 0.5 2.6 ( 0.1 355.8 ( 0.0
GBOBC 29.3 ( 0.8 26.5 ( 0.5 35.1 ( 0.2 0.7 ( 0.1 356.5 ( 0.0
GBHCT 28.5 ( 0.2 27.6 ( 0.1 34.0 ( 0.2 0.8 ( 0.2 356.5 ( 0.1
hybrid first shell + GBOBC 29.7 ( 1.8 24.7 ( 0.4 35.0 ( 1.5 2.5 ( 0.1 355.8 ( 0.1
hybrid first and second shells + GBOBC 30.3 ( 1.5 24.7 ( 0.3 36.0 ( 0.2 1.3 ( 0.8 355.9 ( 0.1

a The results for the pure GB and hybrid REMD models are all similar to those obtained using standard REMD with full explicit solvent.

Table 2. Data for the Central Alanine in Alanine Tetrapeptide (Blocked Ala3)a

alanine tetrapeptide R â PII RL SASA

explicit solvent 23.6 ( 0.1 23.4 ( 1.3 40.2 ( 1.4 5.1 ( 0.1 565.3 ( 0.1
GBOBC 50.5 ( 2.4 17.5 ( 0.9 22.9 ( 0.6 1.1 ( 0.4 557.4 ( 1.0
GBHCT 57.8 ( 1.0 15.2 ( 0.2 18.2 ( 0.4 1.2 ( 0.1 552.4 ( 0.4
hybrid first shell noGB 41.4 ( 0.8 13.5 ( 0.9 23.4 ( 1.0 13.1 ( 0.8 552.7 ( 0.1
hybrid first and second shells noGB 29.5 ( 0.2 14.1 ( 0.2 24.1 ( 0.5 23.4 ( 0.3 550.8 ( 0.2
hybrid first shell GBOBC 21.6 ( 0.9 21.2 ( 0.2 41.1 ( 0.3 7.6 ( 1.0 563.2 ( 0.1
hybrid first and second shells GBOBC 28.3 ( 1.7 22.2 ( 0.9 37.7 ( 0.2 3.8 ( 0.1 563.8 ( 0.2
hybrid first shell + GBHCT 23.5 ( 1.1 22.1 ( 0.8 42.8 ( 1.0 2.3 ( 0.0 566.4 ( 0.2
hybrid first and second shells + GBHCT 14.9 ( 0.2 25.6 ( 0.1 49.4 ( 0.4 1.9 ( 0.4 569.6 ( 0.1

a Populations of basins on the φ/ψ energy landscape corresponding to alternate secondary structures are shown, along with average solvent
accessible surface areas. Data are discussed in the text.
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or tetrapeptide. We thus performed a more stringent evalu-
ation of data convergence in this case to ensure that the
differences we observe between the different solvent models
are statistically significant. We performed two completely
independent REMD simulations for each of the solvent
models, in each case starting from 2 different initial
ensembles (fully extended or fully helical). This allows us
to evaluate the influence of the solvent model within the
context of intrinsic uncertainties in each data set.

We also consider separately the localφ/ψ conformations
and more global properties of this larger peptide, such as
end-to-end distance distributions and conformation cluster
analysis.

Comparison of Local Conformational Preferences.In
Table 3 we show secondary structure basin populations for
the central Ala5 residue. Free energy surfaces for these
simulations are provided in Figure S2. For the reference
standard REMD simulations in explicit solvent, the polypro-
line II conformation is again favored with the same∼40%
population as we obtained for alanine dipeptide and tet-
rapeptide. In comparison, both GB models show a very large
bias in favor ofR-helix conformations (∼70-80%).

Consistent with the results obtained for alanine tetra-
peptide, the GBHCT hybrid model favors extended conforma-
tions with large SASA too strongly (â and PII), despite the
bias in favor of anR-helix for the pure GBHCT simulations.
This suggests that the explicit water shell is solvated too
strongly by this GB model. The GBOBC hybrid model shows
a more balanced profile in good agreement with the full
TIP3P data. The strong bias favoring anR-helix in the pure
GBOBC model is nearly completely eliminated when a single
solvent shell is retained, although some remains with
approximately 10% too muchR-helix present in the GBOBC

hybrid.
In addition to differences in the method for calculating

GB effective Born radii, the GBHCT and GBOBC simulations
employed different intrinsic Born radii (denoted in Amber
as mbondi and mbondi2 sets, respectively), consistent with
recommendations for these models. To determine the relative
influence of these two differences, we repeated the calcula-
tions, swapping the GB models and radii (GBHCT with
mbondi2, GBOBC with mbondi). We found that the results
depended nearly exclusively on the set of radii and were
less sensitive to the GB models themselves (data not shown).
This is consistent with the aim of the GBOBC model, which
was designed to provide improved properties for larger
systems than our current model.58 We note that the strong
bias toward extended structures seen in the hybrid models

using mbondi radii likely arises from the use of 0.8 Å for
hydrogen atoms bonded to oxygen. In the more recent
mbondi2 set, this value was restored to the default Bondi
value of 1.2 Å. This larger value appears to have an improved
balance of hydrogen bonding of the explicit solvent to the
solute or to the bulk (continuum) solvent.

Comparison of Global Structural Properties. Our
analysis of alanine dipeptide and tetrapeptide focused on local
backbone conformation; in the larger Ala10 we supplement
this analysis with more global properties of the chain. We
calculated the end-to-end distance distributions for Ala10 in
the 300 K ensembles obtained from each of the different
REMD simulations. In Figure 6 we show the results of the
2 explicit solvent REMD simulations that were initiated from
fully R-helical or extended conformations, respectively. A
broad distribution of distances is observed, suggesting that
no particular conformation is preferred, consistent with the
local backbone preferences for the central Ala5. Consistent
with the small uncertainties in theφ/ψ basin populations,
we observe that the initial conformation has essentially no
effect on the distribution, indicating that the REMD simula-
tions are well-converged on this time scale. Similar behavior
is observed for other temperatures. As expected, standard
MD simulations at 300 K were trapped near the initial
conformation on this time scale (data not shown).

In Figure 6, we show the distance distributions at 300 K
obtained from GB REMD using the two GB models (HCT
and OBC). In contrast to the relatively flat profiles seen in
the explicit solvent REMD data, a sharp peak near 11 Å is
obtained using either GB model, with essentially no sampling
of extended conformations with end-to-end distances greater
than ∼15-20 Å, unlike the explicit solvent REMD that
shows a nearly flat distribution out to∼22 Å. This is
consistent with the strong bias towardR-helix in the pure
GB models as shown in Table 3. The bias is somewhat less
pronounced with the GBOBC model than with GBHCT. We
note that these differences between the various solvent
models are much larger than the differences obtained from
alternate initial conformations using the same solvent model.

In Figure 6 we also show end-to-end distance distributions
at 300 K obtained from REMD with the same hybrid
variations shown in Table 3, each of which retained only
the first shell (100 closest) water molecules combined with
different GB models in the exchange calculation. When
GBHCT was used in the hybrid model (Figure 6C), the
distributions differ significantly from the reference explicit
solvent REMD data, consistent with the large increase in
polyproline II backbone conformations and average SASA

Table 3. Data for the Central Ala5 in Blocked Ala10
a

Ala10 R â PII RL SASA

explicit solvent 24.9 ( 0.8 19.5 ( 0.6 39.5 ( 0.4 8.4 ( 2.0 1195.4 ( 5.6
GBOBC 67.8 ( 1.8 8.3 ( 0.7 12.5 ( 0.8 4.2 ( 0.1 1098.6 ( 0.4
GBHCT 83.1 ( 0.1 3.2 ( 0.1 5.0 ( 0.0 2.3 ( 0.1 1038.3 ( 1.6
hybrid GBOBC +first shell 35.7 ( 6.2 17.3 ( 0.2 29.0 ( 5.3 6.6 ( 0.7 1140.8 ( 4.4
hybrid GBHCT + first shell 12.3 ( 0.2 28.3 ( 0.3 50.5 ( 1.2 2.1 ( 1.1 1275.4 ( 2.5
hybrid GBOBC′ + first shell 29.8 ( 1.6 18.5 ( 1.6 34.3 ( 0.5 8.9 ( 0.3 1167.8 ( 2.5

a Populations of basins on the φ/ψ energy landscape corresponding to alternate secondary structures are shown, along with average solvent
accessible surface areas. GBOBC′ refers to the hybrid model using GBOBC with slight adjustment of the Born radius on H bonded to O. Uncertainties
reflect differences between independent simulations from different initial structures. Data are discussed in the text.
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for this model shown in Table 3. This bias toward more
extended conformations in the hybrid using GBHCT is also
consistent with what we observed for alanine tetrapeptide
(Table 2).

We next analyzed the distributions obtained from the
GBOBC hybrid model (Figure 6D). In this case, much better
agreement with the reference data is seen than with either
GBOBC alone or the explicit/GBHCT hybrid. However, the
sampling of the most extended conformations (longest end-
to-end distances) is slightly reduced in the hybrid REMD
simulations.

The good convergence of our data suggested the possibility
of using it for minor empirical adjustment of the mbondi2
values for use with the GBOBC hybrid model. We adjusted
the radii of hydrogen bonded to either N or O by 0.05 Å.
Modification of H on N had little effect on the resulting
distributions (data not shown), but reduction of the radius
of H on O from 1.2 to 1.15 Å (GBOBC′) resulted in an end-
to-end distance distribution in improved agreement with
standard explicit solvent REMD data (Figure 6E and Table
3). This slight reduction in the hydrogen radius is consistent
with the increased electronegativity of oxygen.71 This change

does not affect the pure GB calculations since Ala10 has no
H bonded to O.

The GBOBC′ hybrid model showed improved agreement
with the pure TIP3P data, with all basin populations within
5% of the standard explicit solvent REMD. Some slight bias
favoring anR-helix at the expense of some polyproline II
conformation remains in this model and will be the subject
of future investigation. We repeated the simulations of
alanine dipeptide and tetrapeptide using this modified radius
and found that the populations (Table S2) remained in good
agreement with standard REMD with explicit solvent.

Since the backbone conformation populations suggest that
the PII basin is the global free energy minimum in both the
standard explicit solvent and the hybrid solvent models
(Table 3 and Figure S2), we performed cluster analysis to
determine the extent to which this local preference was
reflected in the conformation of the entire polymer chain.
Once again we compare results from independent ensembles
generated by REMD with different initial conformations to
ensure the convergence of our data.

The most populated cluster for Ala10 at 300 K in both
standard explicit solvent REMD runs was an extended PII

conformation (over 98% of the local backbone conformations
in this cluster are PII, data not shown). This fully PII cluster
comprised∼20% of the overall ensemble in both explicit
solvent simulations (19.5% vs 21.2%). Representative struc-
tures for the clusters obtained from the independent simula-
tions differed by only 1.3 Å in backbone RMSD (Figure 7A).
Once again, the high level of consistency between the data
sets and independence of not only the conformation but also
the absolute population of the clusters give us confidence in
the converged nature of our data. The relatively low
population of this cluster in both simulations is also consistent

Figure 6. Ala10 end-to-end distance distributions at 300 K
obtained in REMD using alternate solvent models (red): (A)
pure GBHCT, (B) pure GBOBC, (C) hybrid REMD with GBHCT

and mbondi radii, (D) hybrid REMD with GBOBC and mbondi2
radii (HO ) 1.2 Å), and (E) hybrid REMD with GBOBC′ (mbondi2
radii with HO ) 1.15 Å). In each case the results are inde-
pendent of initial conformation (solid/dashed lines). Data from
standard REMD with explicit solvent are shown in each graph
for comparison (black).

Figure 7. Representative structures for the most populated
clusters in 300 K ensembles obtained using various solvent
models. (A) Very similar PII structures are obtained from 2
independent standard REMD simulations with explicit solvent,
initiated in extended and fully helical conformations. (B)
Comparison of structures from GBOBC and TIP3P. GBOBC

prefers R-helical conformations, in disagreement with explicit
solvent simulations. (C) Using GBOBC′ with the hybrid model
provides structures in close agreement with standard REMD
in TIP3P. Terminal residues were not included in the cluster
analysis.
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with the broad distribution of end-to-end distances (Figure
6). A more detailed analysis of the ensemble of structures
sampled by Ala10 will be presented elsewhere, but this
preference for PII conformations is consistent with the
experimental and simulation reports described previously.

As was demonstrated with the analyses presented above,
the pure GBHCT and GBOBC REMD simulations do not
reproduce the data obtained in the explicit solvent, nor are
they consistent with experimental data. The most populated
cluster in both cases is fullyR-helical (Figure 7B shows the
GBOBC structure), comprising∼48% of the overall ensemble
for GBHCT and 25.4% for GBOBC. This analysis is consistent
with the R-helical bias apparent in the Ramachandran free
energy surfaces shown in Figure S2.

We next performed cluster analysis on the ensembles
obtained with the GBOBC′ hybrid model with modified
mbondi2 radii. Consistent with the standard explicit solvent
REMD runs, the most populated cluster at 300 K was also
an extended PII conformation. Representative structures were
within 1.5 Å backbone RMSD from those obtained in the
explicit solvent (Figure 7C), again suggesting that the hybrid
model is able to capture the dominant effects of the explicit
solvent in the exchange calculation despite the need for many
fewer replicas.

Since the most populated clusters were in close agreement
between both TIP3P REMD simulations and the GBOBC′

hybrid model, we compared the populations of all clusters
observed. Smith et al. showed73 that cluster analysis of
simulations was a much more stringent test of convergence
than other measures that they tested, including energy,
RMSD, or diversity of hydrogen bonds sampled. This was
particularly useful when analyzing coordinate sets obtained
by merging two independent trajectories. They examined the
5 ns dynamics of an 11-residue peptide and showed that the
two trajectories sampled essentially none of the same clusters.

We adapted this approach to our analysis, but we
emphasize not only just the existence of conformation
families in two data sets but also the fractional population
of each cluster in 300 K ensembles sampled in independent
simulations. All trajectories from TIP3P REMD, GBOBC

REMD, and hybrid GBOBC′ simulations were combined, and
the resulting data set was clustered. A total of 44 clusters
contained 99% of the structures; the fraction of the ensemble
corresponding to each cluster was calculated for each REMD
simulation. We compared the population of each cluster in
the different ensembles, including those generated with the
same or different solvent models.

First we evaluated the convergence of our standard REMD
simulations with TIP3P by comparing cluster sizes between
the independent runs with different initial conformations
(extended and fullyR-helical). Not only were the same
conformations sampled in each run (20.3(0.9%), but the
populations of clusters in each ensemble were highly
correlated (Figure 8A,R2)0.974 and a slope of 1.02). This
indicates that the relative population of each structure type
is highly converged in these data sets.

In stark contrast, when the TIP3P and GBOBC ensembles
are compared, no correlation between cluster populations is
observed (Figure 8B,R2)0.075), and the largest cluster in

each (∼20%) has less than 2% population in the other model.
Much better results are obtained from the GBOBC′ hybrid data,
with a correlation coefficient of 0.935 with the standard
TIP3P REMD data (Figure 8C). All clusters larger than 5%
have the same rank order in the two models. There is a
relatively small difference in the size of the single cluster
that is the largest for both models (15.9(0.6% and 20.3(0.9%
for hybrid and standard TIP3P REMD, respectively). This
corresponds to an error of only 0.15 kcal/mol for the free
energy of this cluster between the two models, compared to
the 0.05 kcal/mol difference obtained between data sets from
the same model. For comparison, the error in the free energy
of this conformation using GB was more than 10 times larger
(1.6 kcal/mol).

Since the standard explicit solvent REMD and hybrid
solvent using GBOBC′ have the same most populated cluster,
we investigated the time scale required for each model to
adopt this conformation as the dominant member of their
ensemble. This is important since the standard REMD
simulation employed many more replicas, possibly facilitat-
ing an earlier location of the PII conformation that would
then be adopted in the lowest temperature ensembles. In
Figure 9 we show the fractional size of this cluster in the
structures sampled as a function of time for the standard
REMD and the hybrid REMD, including data from both
initial conformations in each model. Data are shown at 300
K, and the first 5 ns were discarded in each case to remove
biasing of the populations by the initial conformations that
were not sampled at later points. The level of agreement is
impressive; the long-time averages for both simulations of
the 2 models are all∼20%, with convergence to this value
occurring at approximately 5 ns in all cases (in addition to
the 5 ns that were discarded).

Conclusions
We introduced a new variant of replica exchange molecular
dynamics in which simulations are performed with a fully
explicit representation of the solvent, but those solvent
molecules beyond the first solvation shell are replaced with
a continuum description only for the purpose of calculating
the exchange probability. This reduces the effective system

Figure 8. Cluster populations at 300 K from REMD for TIP3P
Run1 vs Run2 (A), TIP3P Runs 1&2 vs GBOBC Runs 1&2 (B),
and TIP3P Runs 1&2 vs hybrid GBOBC′ Runs 1&2. High
correlations between individual TIP3P simulations and be-
tween TIP3P and hybrid simulations are observed, with the
difference in the largest cluster in (C) corresponding to an
error in free energy of only 0.15 kcal/mol. No correlation
between TIP3P and GBOBC is observed; note also in plot (B)
that the largest cluster in each solvent model has very low
population in the other model (indicated by arrows).
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size governing the number of replicas required to span a
given temperature range and therefore significantly reduces
the computational cost of REMD simulations. This approach
is similar in spirit to hybrid explicit/continuum models that
have been proposed for use during each step of MD
simulation; in the present case, however, the solvent is fully
explicit during the dynamics, and no restraints are needed
to maintain a solvation shell. However, since the Hamiltonian
used for the exchange differs from that employed during
dynamics, these simulations are approximate and are not
guaranteed to provide correct canonical ensembles. It is
important to determine the extent to which this approximation
affects the resulting ensembles; in this article we introduce
the method and investigate some of these effects on several
short alanine-based peptides.

Recently, another approach to reducing the number of
replicas required for explicit solvent REMD simulations was
proposed74 in which the water-water interaction energy was
temperature-dependent. That study employed alanine dipep-
tide as a model to show that their less computationally
demanding method provided a similar ensemble to that
obtained with the standard REMD. In the present work we
show that alanine dipeptide conformations are nearly insensi-
tive to the solvent models that we tested, with results from
the full explicit solvent, two different GB models, and several
hybrid models all providing similar ensembles. In contrast,
several of these models provided ensembles for the longer
peptides that were in significant disagreement with the
standard REMD in the explicit solvent, indicating that larger
model systems should be included in evaluation of solvent
models.

We further tested the method by calculation of confor-
mational ensembles of Ala10 using the TIP3P explicit solvent
model, two GB models available in Amber, and hybrid
variants using TIP3P and each GB model, all using the same

underlying protein force field parameters. Ensembles from
standard REMD in the explicit solvent were considered the
standard, and convergence of this data set was validated by
a high correlation (R2)0.974) between the fractional popula-
tions of conformation families in simulations initiated with
completely different initial structure ensembles. While a
broad distribution of conformations was sampled, the pre-
dominant cluster for Ala10 adopted a PII structure. This
preference is consistent with reported experimental and
computational results for short polyalanine peptides.75

Simulations using the hybrid model with GBOBC were in
excellent agreement with the reference data for local
backbone conformations, end-to-end distance, SASA, and
populations of each conformation family in the ensemble.
The difference in population in the largest cluster indicates
that the hybrid model introduced an error of less than 0.2
kcal/mol in free energy while reducing the computational
expense by a factor of 5.

In contrast, REMD using only the GB models provided
ensembles that bore no resemblance to the reference data,
with the GB ensembles incorrectly dominated byR-helical
conformations. This may be indicative of general errors in
these GB models, or they may arise from neglect of the
structure in the first solvation shells of the peptide. Mezei
et al. recently reported55 free energy calculations using
explicit solvent, showing that solvation strongly favors the
PII conformation over anR-helix. Solvation free energy was
shown to be highly correlated with the energy of interaction
between the peptide and its first solvation shell.

It is important to note that several challenges remain for
more general use of the proposed hybrid approach. In
particular, the present work studied the effects on alanine-
based peptides. Future studies should be performed on other
sequences with a more diverse representation of functional
groups in the side chains. In particular, it will be important
to determine whether the hybrid model is able to overcome
known issues with GB models and ions pair interactions.
The inclusion of explicit counterions in the exchange
calculation may also be problematic. Additionally, we
demonstrated that inclusion of a single shell of explicit water
was sufficient for alanine dipeptide and analine tetrapeptide.
In both cases similar results were obtained using one or two
shells, but we were unable to perform these comparisons
for Ala10. Although our approach reduces the number of
replicas required for REMD, the simulations are still fully
solvated during each step of MD and obtaining well
converged data requires a significant investment of compu-
tational resources.

The results obtained from these model systems provide
additional evidence that explicit representation of water in
the first solvation shell can significantly improve the
performance of the GB continuum models, providing data
similar to standard REMD with a fully explicit solvent but
at a greatly reduced cost. This reduction in computational
requirements can enable simulations on longer time scales
for the same system size or permit application of REMD to
the study of much larger systems. We also showed that use
of one or two explicit solvent shells alone was inadequate
and that adding a reaction field was essential for obtaining

Figure 9. Population of the cluster corresponding to poly-
proline II helix (Figure 7) as a function of time for REMD
simulations in explicit solvent, with the 2 independent simula-
tions using the full system energy in the exchange calculation
shown in black/red and the GBOBC hybrid shown in green/
blue. At ∼5 ns, all four simulations converge to a population
of 16-20% (the largest cluster in each of the ensembles),
with a slightly lower population in the hybrid models that is
consistent with Figure 8C.

Hybrid Solvation Models J. Chem. Theory Comput., Vol. 2, No. 2, 2006431



reasonable results. Adaptation of this method to other
continuum models (such as the more rigorous PB) should
be straightforward. Since the continuum solvent is only used
for the infrequent exchange calculations, models that are too
complex for use at each step of dynamics can be readily
employed.
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Abstract: We have computed the absorption spectra of a large series of anthraquinone dyes

by using the time-dependent density functional theory (TD-DFT) for the excited-state calculations

and the polarizable continuum model (PCM) for evaluating bulk solvent effects. On one hand,

we compare the results obtained with the B3LYP and the PBE0 hybrid functionals, combined

with different atomic basis sets. On the other hand, using multiple linear regression, we take

advantage of the λmax predicted by these two functionals in order to reach the best agreement

between theoretical estimates and experimental measurements. It turns out that 1. PBE0 provides

more accurate results than B3LYP; in addition the average errors provided by the former are

less basis set dependent. 2. Multiple linear regression provides excited state spectra in better

agreement with experiment than any simple linear fit that could be performed. 3. Using our best

fitting procedure, we obtained a mean absolute error of 6 nm for a set of 66 anthraquinones,

with no deviations exceeding 25 nm. The related standard deviation, useful for predictions, is

only 8 nm, i.e., λmax
theo ) λmax

exp ( 8 nm (or (0.05 eV) for unknown anthraquinone compounds.

I. Introduction
Today, the molecular modelization techniques offer a
competitive alternative for the interpretation of experimental
data arising from both academic and industrial measurements.
Schäfer recently stated that, in the majority of cases, IR or
Raman spectra can be accurately computed with the help of
quantum mechanical methods that could be found in many
computational chemistry packages.1 However, it is not the
case for UV/VIS spectra of large conjugated molecules. For
instance, semiempirical methods, though especially tailored
for, are often found to be lucky either inaccurate when
reproducing spectral patterns or trends.1 One of the main
difficulties in determining the color of organic compounds

is the astonishing accuracy of the standard human eye, which
can distinguish, in some parts of the visible spectra (typically
in the green region), differences of coloration corresponding
to less than 1 nmλmax shifts. Nevertheless, in regard to
practical industrial applications, the theoretical calculations
could be regarded as serious competitors to experimental
approaches for developing new dyes and/or pigments if they
were to deliver an estimate of theλmax values within a 5-15
nm accuracy (∼0.05 eV). Such a chemical accuracy for large
conjugated molecules is still a tremendous challenge for the
modelization approaches. On one hand, highly correlated
methods, such as EOM-CC or MR-CI, are completely out
of computational reach for molecules possessing several
π-electrons and used in solution. On the other hand, as stated
above, semiempirical methods are not able to consistently
deliver quantitativeλmax of dyes. For instance, Adachi and
Nakamura reported large errors and poor correlation coef-
ficients with CNDO/s and INDO/s methods for a large set
of dyes.2 In fact, the most promising scheme for systemati-
cally evaluating the color of conjugated compounds is the
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time-dependent density functional theory (TD-DFT).3 Indeed,
TD-DFT is often found robust and efficient for evaluating
the low-lying excited spectra of conjugated molecules4-7 and
has been the subject of numerous applications.8-19 Neverthe-
less, recent TD-DFT determinations of theλmax of dyes or
related conjugated molecules often report mean absolute
errors (MAE) in the 0.1-0.4 eV range, i.e., at least twice as
large as our target. Indeed, for a large set of sulfur-containing
compounds, Fabian obtained MAE of 0.24 eV;20 the same
MAE can be determined for the firstπ f π* singlet
excitation of the 11 thiouracil for which measurements are
given in ref 21. The typically reported TD-DFT error ranges
from 0.2 to 0.5 eV for coumarins,22 from 0.3 to 0.4 eV for
uroanic-acid-based molecules,23 from 0.1 and 0.3 eV for
alkyl-amino-benzonitrile compounds,24 and from 0.3 to 0.4
eV for transition-metal complexes.25 In 2005, we have found
only three published studies with (almost-)quantitative
absorption spectra of several dyes. The first is due to
Hommen-de-Mello and co-workers who obtained a MAE of
19 nm, for six cationic dyes in water using a PCM-ZINDO//
PCM-B3LYP (PCM: Polarizable Continuum Model, see
below) approach.26 The second and third investigations, on
diazonium salts and thioindigo, respectively, reported MAE
of 6 and 10 nm, using PCM-PBE0 approaches combined
with extended basis sets.18,27 These comparisons highlight
the fundamental importance of including solvent effects when
simulating absorption spectra of organic dyes.

Two classes of chromophoric unit are principally used as
industrial dyes: the NdN chromophore of azo pigments and
the CdO group. The latter is present under a variety of
chemical forms: coumarins, naphthaquinones, quinacridones,
perinones, indigoids ... The carbonyl dyes owe their success
to their ability to provide a wide range of colors covering
the entire visible spectrum and to their capacity to show long
wavelength absorption bands when combined with relatively
short π-conjugated systems. In particular, the 9,10-an-
thraquinones derivatives (Figure 1), in which the central ring
bearing two carbonyl groups is fused to two fully aromatic
six-member rings, can give rise to a complete range of shades
(especially in the green/blue region), depending on the nature
and relative position(s) of the auxochromic group(s) substi-
tuting hydrogen atom(s) on the outer rings.28,29Consequently,
anthraquinoidic derivatives represent about 30% of today’s
world dye production.28

Following our first investigation,30 we aim at setting up
an approach able to accurately predict ab initio theλmax of
absorption of 9,10-anthraquinones. In addition, we want to
assess the basis set effects as well as the relative accuracy
of two selected functionals (see below). As experimental
input, we have chosen the measurements of Labhart,31 who

obtained the electronic excitation spectra of a large number
of anthraquinones, in dichloromethane, with absorption
wavelengths almost covering the entire visible spectrum
(from 325 to 645 nm). In the Labhart set, one finds a large
variety of side groups: hydroxy, amino, nitro, chloro, ... This
allows consistent comparisons and meaningful statistical
treatment.

This paper is divided as follows. Section 2 gives a
description of the quantum-chemical and statistical tools. In
section 3.1, we compare the respective accuracy of B3LYP
and PBE0 functionals for evaluating theλmax of anthraquino-
nes, whereas in section 3.2, we combine both to obtain an
optimal accuracy.

II. Methodology
A. Quantum-Mechanical Calculations. We have chosen
the Gaussian0332 package of programs to perform the
geometry optimizations, vibrational analysis, and excited-
state evaluations.

The ground-state geometry of each molecule has been fully
optimized until the RMS residual force is smaller than 1×
10-5 au (TIGHT threshold in Gaussian). For anthraquinones,
it turns out that the B3LYP33 functional gives geometries in
good agreement with second-order Møller-Plesset struc-
tures;30 B3LYP has therefore been selected. In this functional
the exchange is a combination of 20% HF exchange, Slater
functional, and Becke’s GGA correction,34 whereas the
correlation part combines VWN and LYP35 functionals.
Following each optimization, the vibrational spectrum has
been determined at the same level of theory, and it has been
systematically checked that all vibrational frequencies are
real.

TD-DFT3 methodology is then used to compute the low-
lying excited states of anthraquinone derivatives. We have
used two hybrid functionals: B3LYP and PBE0.36,37 PBE0
is built on the Perdew-Burke-Ernzerhof pure functional,38

in which the exchange is weighted (75% DFT/25% HF)
accordingly to purely theoretical considerations.39 As ex-
pected for this type of dye, the electronic excitation
responsible for the color of anthraquinone presents a typical
π f π* character often associated with a large oscillator
force. Our theoreticalλmax are always related to a transition
toward the first singlet excited state, except for some of the
dyes absorbing in the 320-350 nm region, for which the
experimentally reportedλmax corresponds to a higher excited
state (but the oscillator strength toward the lower-lying
excited states is negligible in that case).

In ref 30, we show that the solvent effects on the ground-
state geometry are negligible due to the rigidity of the
anthraquinone core but are sizable for transition energies.
Therefore, the bulk solvent effects are evaluated during the
TD-DFT calculations by means of the standard Polarizable
Continuum Model (IEF-PCM).40,41 In PCM, one divides the
problem into a solute part (anthraquinone) lying inside a
cavity and a solvent part (in this case, dichloromethane)
represented as a structureless material, characterized by its
macroscopic properties (dielectric constant, radius, density,
molecular volume, ...). PCM is able to obtain a valid
approximation of solvent effects as long as no specific
interactions (such as hydrogen bonds, ion pairing, ...) link

Figure 1. Sketch of anthraquinone with the numbering of
substitution positions.
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the solute and the solvent molecules. Because we study UV/
Vis spectra, we have selected the so-called nonequilibrium
PCM solutions.41 Indeed the absorption process presents a
short characteristic time. Therefore, only the solvent elec-
tronic distribution can “adapt” to the new (excited) electronic
structure of the solute, while molecular motions of the solvent
are frozen during the process.41

We use two different atomic basis set combinations in this
study. In the less demanding approach (M-I ), only the
Pople’s polarized double-ú basis set, 6-31G(d,p), is selected
as our methodological study shows that this basis set could
be sufficient.30 This means thatM-I corresponds to a PCM-
TD-[B3LYP/PBE0]/6-31G(d,p)//B3LYP/6-31G(d,p) approach.
In the second method (M-II ), we use the atomic basis sets
often recommended for UV/vis investigations with TD-
DFT,42 i.e., a triple-ú basis set for the geometry, with
additional diffuse functions for the excitation spectra, i.e.,
M-II is PCM-TD-[B3LYP/PBE0]/6-311++G(d,p)//B3LYP/
6-311G(d,p).

B. Statistical Treatment. To reach the best agreement
between theory and experiment, the results of different
approaches can be advantageously combined. To obtain the
most efficient combination, the Multiple Linear Regression
(MLR),43-45 which is based on the numerical technique of
least-squares fitting and analyzes the relationship between
one dependent variable (experimental value) and one or more
independent variables (theoretical values), is a method of
choice. MLR is a tool for determining the (experimental)
property, Y, as a function ofp independent (theoretical)
variables (x):

To test the significance of a regression curve, the total sum
of squares (TSS) is split into two components, the model
sum of squares (MSS) and the residual sum of squares (RSS)

with yi the experimental value,y(xi) the regression value,yj
the average, andn the number of points (number of dyes
considered). The correlation coefficient reads

If the fitted curve passes through all the original data points,
the MSS is equal to the TSS and the RSS is zero. In that
caseR2 ) 1. To test the significance of the regression, test
calculations are carried out in a so-called analysis of the
variance table (ANOVA), where the mean squares MMS and
RMS are obtained by reporting MSS to the number of
independent variables, and dividing RSS byn-p-1, respec-
tively. Indeed,R2 could be abnormally large if there are
numerous descriptors (i.e. largep) but a few data points (i.e.
small n). Therefore, one uses an adjusted coefficient

If the MMS/RMS ratio is significantly large, the null
hypothesis may be rejected and the regression is meaningful.
Confidence limits for the regression parametersbi, measuring
the adequacy of each independent variables in the model,
are also determined. The ratio betweenbi and the associated
error could be compared to the critical values for which the
probability (P-value) to obtain a regression coefficient by
chance has been tabulated. If necessary, this treatment allows
for eliminating step-by-step the less significant independent
variables. MLR provides not only the usual mean absolute
error (MAE) but also a standard deviation,dR, computed as

dR is useful for the prediction of the properties of compounds
not included in the training set. In the present study, MLR
has been performed with the Statgraphics Plus 5.1. program.46

III. Results and Discussion
A. Comparison between B3LYP and PBE0.The computed
λmax for 66 anthraquinones are reported (in nm) in Table 1
and are compared to the experimental data taken in ref 31.
Before using multilinear regression, it is worth evaluating
the performance of the two functionals using “raw” values
directly extracted form TD-DFT calculations. When using
the most accurate theoretical level (M-II ), we obtain, for
B3LYP a MAE of 20 nm (RMS of 25 nm), whereas for
PBE0 the MAE is 14 nm (RMS of 18 nm). The correspond-
ing MAE (RMS) in eV are 0.12 (0.16) and 0.08 (0.10) for
B3LYP and PBE0, respectively. Thus, both functionals are
quite efficient for anthraquinones: the MAE are clearly in
the lower range of the expected TD-DFT deviations (see
Introduction). This is well illustrated in Figure 2, where the
qualitative and quantitative agreements between theory and
experiment is striking. In general, B3LYP slightly overshoots
the λmax of dyes with large excitation energies, PBE0
presenting the (completely) opposite behavior.

In addition, one can state that PBE0 is statistically more
efficient than B3LYP for evaluating the UV/Vis spectra of
anthraquinones at a 99% confidence level. This assertion is
confirmed by the extreme deviations that are smaller with
PBE0 functional: +63/-32 nm for B3LYP and+38/-45
nm for PBE0. Using the less demanding computational
scheme,M-I , the errors calculated with PBE0 are almost
unchanged: MAE) 13 nm (0.08 eV) and RMS) 17 nm
(0.09 eV) (in fact there is a 30% probability that the basis
set modification does not statistically alter the results obtained
with the PBE0 functional). The same is true for the largest
deviations:+33/-49 nm. This illustrates that the PBE0λmax

are already (almost) converged with 6-31G(d,p) basis set.
Using M-II does not reduce the average errors and is
therefore quite useless. Of course, this is a general conclu-
sion, and an individual compound might be significantly
affected by the basis set change (NMe2 groups for instance).
Nevertheless, the absolute average change when shifting from
M-I to M-II is small: 4 nm (0.03 eV) with PBE0, i.e.,
significantly smaller than the theory-experiment discrepan-
cies.

For B3LYP, the changes induced by the basis set effects
are larger. Indeed, withM-I one obtains a MAE of 16 nm

Y ) b0 + b1x1 + b2x2 + ... + bpxp + R (1)

TSS) MSS+ RSS (2)

∑
i)1

n

[yi - yj]2 ) ∑
i)1

n

[y(xi) - yj]2 + ∑
i)1

n

[yi - y(xi)]
2 (3)

R2 ) 1 - RSS
MSS

(4)

Radj
2 ) 1 - n - 1

n - p - 1(1 - RSS
MSS) (5)

dR ) x RSS
n - p - 1

(6)
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Table 1. Comparison between the Experimental and Theoretical λmax for Anthraquinones in CH2Cl2a

compound M-I M-II

substitution no. B3LYP PBE0 MLR B3LYP PBE0 MLR expt

2-F 13 327.7 316.4 324.1 334.7 322.1 321.7 325
47 327.2 315.8 322.9 333.1 320.8 321.4 327

2-Cl 8 331.0 319.4 326.2 336.7 323.8 322.5 330
2,3-Cl 12 335.4 323.6 330.1 339.7 327.1 327.5 330
2,3-Br 15 337.2 324.9 329.3 343.3 329.5 325.6 330
2,6-Cl 72 334.1 321.8 325.7 341.1 327.5 324.1 330
2,7-Cl 73 322.7 311.5 318.9 328.0 316.0 317.0 330
1-NO2,4-Cl 44 351.6 338.0 338.5 356.5 341.9 336.9 335
1-Cl 7 346.6 334.0 338.5 355.4 341.3 338.1 337
1,8-Cl 11 353.9 340.7 343.5 360.9 346.4 342.5 344
1,5-Cl 9 358.1 344.4 343.5 364.3 349.3 343.9 347
1,4-Cl 10 359.6 346.4 350.1 368.7 353.0 345.5 350
2-OMe 69 398.8 382.8 379.4 406.6 394.6 408.3 363
2-OH 68 395.5 379.7 376.7 400.1 383.6 377.9 365
1-OMe 6 393.9 379.7 384.0 402.1 386.5 384.8 380
1,8-OMe 35 405.6 390.1 390.1 412.5 395.6 390.3 385
1-OH 1 410.9 396.4 402.0 411.2 396.6 400.5 405
1-Cl,2-NH2 61 449.9 430.8 420.7 458.5 438.2 426.5 405
2-NH2,3-Br 63 446.3 426.6 413.1 454.6 433.4 417.3 406
1-NO2,2-NH2 55 462.3 439.9 416.0 470.9 446.0 417.5 410
1-NHCOMe 65 430.7 415.0 418.0 430.9 414.9 416.2 410
2-NH2 17 455.1 435.3 422.7 464.8 443.4 428.2 410
2-NH2,3-Cl 62 444.0 424.7 412.7 453.7 432.9 418.3 414
1-NHCOPh 48 434.1 417.2 415.1 436.2 418.8 415.3 415
1,2-OH 5 439.9 422.8 420.6 437.9 421.0 419.8 416
2-NH2,3-NO2 56 433.5 417.3 418.4 442.6 425.0 421.7 420
1,5-OH 3 433.2 417.8 422.7 432.9 417.1 419.6 428
1,8-OH 4 435.4 420.2 426.4 437.7 420.1 416.0 430
1-SMe 36 449.8 431.0 422.3 469.0 446.2 426.0 438
2,3-NH2 19 498.0 475.0 453.9 504.6 480.0 458.2 442
1-NH2,4-NO2 57 481.7 462.0 454.1 486.9 465.5 453.9 460
1-NH2,5-OMe 59 478.3 461.1 464.5 481.2 463.2 464.5 460
1-NH2 16 475.7 459.0 464.4 480.3 462.6 465.0 465
1-NH2,2-Me 40 473.0 456.8 464.2 477.7 460.6 465.0 465
1-NH2,4-Cl 37 475.9 460.0 469.2 479.4 463.0 470.6 466
1-NH2,6-Cl 38 487.6 470.1 473.6 490.7 472.3 473.5 470
2-NMe2 74 495.8 474.8 462.9 513.8 489.1 468.4 470
1-NH2,2-Me,4-Br 46 476.1 460.1 468.9 478.2 461.8 469.2 473
1-NH2,2-NHCOPh 64 476.7 459.1 460.4 480.6 462.4 462.8 475
1,4-OH 2 472.8 459.2 478.9 467.2 454.1 473.2 476
1-NH2,6,7-Cl 39 493.1 475.6 480.0 493.9 475.8 478.8 477
1,2-NH2 21 487.2 469.6 472.5 497.7 475.0 459.8 480
1,5-NH2 20 485.4 468.6 475.1 490.1 472.2 475.4 480
1,4-NHCOPh 49 507.4 489.4 493.6 507.4 489.2 494.0 490
1,8-NH2 22 512.6 493.8 495.1 517.7 497.5 495.8 492
1-NH2,4-OMe 41 505.7 491.0 510.7 508.8 493.6 510.9 500
1-NMe2 24 516.6 497.8 499.7 531.3 509.5 503.5 504
1-NHMe 23 500.9 483.4 489.0 509.6 490.4 491.4 508
1-NHPh 26 545.3 519.3 491.5 550.2 522.6 495.9 508
1-NHMe,4-Br 66 504.2 487.2 495.7 509.8 491.6 496.8 510
1-NO2,4,5,8-OH 33 507.9 491.8 505.2 501.6 485.6 498.4 510
1-OH,4-NH2 25 520.4 506.5 532.2 517.6 503.8 528.2 520
1-OH,2,4-NH2 43 529.2 513.0 529.3 527.7 511.6 528.2 530
1-NH2,4-NHCOPh 50 529.6 513.8 532.0 529.6 513.6 531.0 532
1-NHMe,4-OMe 32 530.1 515.1 537.2 537.1 521.2 540.2 540
1,4-NH2 18 539.8 527.2 562.3 539.0 526.3 558.7 550
1,4-NH2,2-OMe 60 532.2 519.0 550.0 532.5 519.2 548.1 550
1-OH,4-NHPh 28 581.2 560.4 563.0 580.6 559.1 562.3 566
1-NH2,4-NHPh 29 585.2 568.3 590.1 586.3 569.0 590.3 590
1,5-NH2,4,8-OH 45 577.8 563.1 594.2 574.2 559.1 587.4 590
1-NH2,4-NHMe 31 561.6 548.9 587.0 563.7 550.7 585.9 590
1,4,5,8-NH2 67 602.8 587.8 621.4 602.4 586.7 617.1 610
1,4-NHMe 34 583.4 570.7 612.2 588.5 575.3 613.7 620
1,4-NHPh 27 621.5 602.0 617.2 623.2 603.1 618.9 620
1-NHMe,4-NHPh 30 606.1 589.2 614.3 609.7 592.3 617.0 625
1,4-NH2,2-NO2 58 682.9 657.5 654.3 692.0 662.6 651.6 645

a Experimental λmax and anthraquinone reference numbers have been taken from ref 31. The MLR λmax are calculated with eqs 15 and 16.
All values are in nm.
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(0.09 eV) and a RMS of 20 nm (0.13 eV), surprisingly
significantly (probability> 99%) smaller than withM-II .
This means that, on one hand, the convergence with basis
set size is slower with B3LYP than with PBE0 and, on the
other hand, that the use ofM-I leads to a “lucky” agreement
in the case of B3LYP, i.e., there is some functional/basis
set error compensation. If this is quite disappointing from
the computational chemist point of view, this is useful in
practice, as one could select less demanding methods ... to
obtain more accurateλmax for the average anthraquinone
structure. In section 3.2, we demonstrate thatM-I is also
preferable after statistical treatment.

The substituents leading to significant auxochromic shifts
belong to various chemical classes, but, in practice, the major
groups used for anthraquinoidic dyes are the hydroxys (and
the corresponding OR) present in naturally occurring quino-
nes, and the amines (and NHMe, NMe2, NHPh, NHCOPh,
NHCOMe, ...) generally found in synthesized structures. Both
groups are strongly electroactive and often (positions 1, 4,
5, and 8) affect the carbonyl chromophore by internal
hydrogen bonds, especially strong with the NHPh groups.
For the hydroxy group,47 selectingM-I (M-II ) we obtained
a MAE of 10 (11) nm with PBE0, the corresponding B3LYP
figures being 17 nm (22 nm). For the amino auxochroms,47

theM-I (M-II ) MAE are 18 nm (18 nm) with PBE0 and 18
nm (21) nm with B3LYP. This confirms the better behavior
of the PBE0 functional with respect to basis set size. In
addition, one clearly sees that the difference between the
two functionals is larger when OH and OR groups are grafted
to the anthraquinone core. In that case, PBE0 is clearly
preferable.

B. Statistical Treatment. If one looks for a predictive
tool for determining the color of anthraquinone dyes, the
“raw” estimates of TD-DFT can be improved by using
statistical treatment, either simple linear regression (SLR) if
one uses only one functional, or MLR if the excitation
energies obtained with both functionals are combined. The
following SLR equations are obtained with nm units

The corresponding relationships in eV read

A statistical analysis of the results obtained with these
equations is given in Table 2. PBE0 equations are always
more efficient that their B3LYP counterparts, systematically
giving larger R2 and smaller MAE anddR, as well as a
slightly smaller number of extreme deviations. In addition,
for equations in the more physical energetic scale, thea and
b [eqs (12) and (14)] are closer to zero and one, respectively
[than the corresponding (11) and (13)]. From Table 2, one
directly concludes thatM-I is more appropriate thanM-II
for estimating theλmax of anthraquinone using a simple linear
fit. Therefore the SLR results confirm the conclusions of
section 3.1: PBE0 has to be selected for TD-DFT calcula-
tions on anthraquinone dyes. Using the 6-31G(d,p) basis set,
this functional leads to a standard deviation of 15 nm, i.e.,
the absorption energy of dyes of the same family (but not
included in our set) could be predicted with an accuracy of
(15 nm.

Using MLR, the following equations have been obtained:

In all these equations theP-value analysis allows for stating
that all DFT coefficients are statistically significant at the
99% confidence level. Figure 3 provides a comparison
between theλmax computed with eqs 15 and 16 and
experimental results. As can be seen, the agreement is
significantly better than in Figure 2, highlighting the interest
of such post-treatment of quantum-chemical results. In Table
2, the MLR statistical data are compared to the SLR. With
M-I , the MLR Radj

2 are larger than 99% indicating a nearly
perfect fit, the MAE is limited to 6 nm (0.04 eV), thedR is
only 8 nm (0.05 eV), and the maximal deviations are
essentially half of those obtained with SLR. It is also striking
that none of the 66 estimates exceeds a 25 nm deviation,
whereas only 9% present errors larger than 0.1 eV. Using
M-II leads to slightly poorerRadj

2 , MAE, anddR but to very
large errors for 2-OMe, which is clearly a problematic

Figure 2. Comparison between the experimental and theo-
retical (M-II) λmax. All values are in nm.

λmax,nm) -28.80+ 1.040λmax,nm
B3LYP-M-I (7)

λmax,nm) -24.18+ 1.067λmax,nm
PBE0-M-I (8)

λmax,nm) -37.64+ 1.049λmax,nm
B3LYP-M-II (9)

λmax,nm) -33.67+ 1.080λmax,nm
PBE0-M-II (10)

λmax,eV) -0.051+ 1.045λmax,eV
B3LYP-M-I (11)

λmax,eV) -0.036+ 1.003λmax,eV
PBE0-M-I (12)

λmax,eV) -0.116+ 1.081λmax,eV
B3LYP-M-II (13)

λmax,eV) -0.098+ 1.034λmax,eV
PBE0-M-II (14)

λmax,nm) 9.54- 4.604λmax,nm
B3LYP-M-I + 5.762λmax,nm

PBE0-M-I (15)

λmax,nm) -3.29- 3.922λmax,nm
B3LYP-M-II + 5.084λmax,nm

PBE0-M-II

(16)

λmax,eV) 0.112- 5.599λmax,eV
B3LYP-M-I + 6.350λmax, eV

PBE0-M-I

(17)

λmax,eV) 0.036- 4.260λmax,eV
B3LYP-M-II + 5.087λmax,eV

PBE0-M-II

(18)
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substitution for our approaches that systematically undershoot
the related excitation energy.

IV. Conclusions and Outlook
The absorption spectra of 66 anthraquinone dyes have been
computed with a PCM-TD-DFT approach using two hybrid
functionals (B3LYP and PBE0) and two basis set combina-
tions. The present study points out that, although both
functionals provide at least satisfactory results, PBE0 is more
adequate than B3LYP for evaluating theλmax of anthraquino-
nes. In addition, it turns out that the 6-31G(d,p) basis set

provides converged transition energies with the PBE0
functional; a further extension of the basis does not improve
(and sometimes slightly decreases) the average quality of
the theoretical prediction. This means that the absorption
spectra of substituted anthraquinones can be accurately
evaluated at a relatively small computational cost. We have
used a three-step procedure for comparing experimental and
theoreticalλmax: 1. excitation energies directly taken from
TD-DFT calculations, 2. absorption maxima evaluated by
SLR, and 3.λmax optimized with MLR using the results of
B3LYP and PBE0 functionals. At each step, the accuracy is
improved. However, as TD-DFT nicely reproduces the
change inλmax resulting from strong auxochromic substitu-
tion, the MAE is almost unchanged when using a SLR
instead of the “raw” data. For instance, with PBE0, it goes
from 13 to 12 nm. The improvement with MLR is more
drastic with a MAE limited to 6 nm and a much smaller
number of large deviations. More impressively the predicting
power of the MLR equations is such that the blind tests for
anthraquinones not included in our training set can be
estimated with a standard deviation of(0.05 eV ((8 nm).
Although we use a wide panel of substituents, almost
covering the entire visible spectrum, the errors reported in
this study are much smaller than in most of the recent TD-
DFT investigations. This is probably due, in parts, to the
explicit consideration of medium effects in our model.
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Table 2. Comparison of the Statistical Parameters Obtained By SLR-B3LYP, SLR-PBE0, and MLRa

M-I

property SLR-B3LYP SLR-PBE0 MLR

R2 in % 96.0 [96.4] 97.0 [97.2] 99.2 [99.2]
Radj

2 in % 96.0 [96.4] 97.0 [97.2] 99.2 [99.1]
MAE in nm [eV] 13.4 [0.079] 11.5 [0.069] 5.8 [0.037]
dR in nm [eV] 17.7 [0.105] 15.1 [0.092] 7.9 [0.051]
largest positive deviation in nm 47.0 (2,3-NH2) 40.7 (2,3-NH2) 16.4 (2-OMe)
largest negative deviation in nm -42.2 (1,4-NHMe) -35.2 (1,4-NHMe) -19.0 (1-NHMe)
largest positive deviation in eV 0.21 (2,7-Cl) 0.20 (2,7-Cl) 0.12 (2,7-Cl)
largest negative deviation in eV -0.28 (1-NO2,2-NH2) -0.23 (1-NO2,2-NH2) -0.14 (2-OMe)
cases with abs. deviations > 10 nm 34 (52%) 28 (42%) 16 (24%)
cases with abs. deviations > 25 nm 10 (15%) 7 (11%) 0 (0%)
cases with abs. deviations > 0.1 eV 15 (23%) 12 (18%) 6 (9%)

M-II

property SLR-B3LYP SLR-PBE0 MLR

R2 in % 94.9 [95.7] 96.3 [96.6] 98.7 [98.2]

Radj
2 in % 94.8 [95.6] 96.3 [96.6] 98.7 [98.2]

MAE in nm [eV] 15.2 [0.088] 12.9 [0.077] 6.7 [0.046]
dR in nm [eV] 19.9 [0.115] 16.9 [0.101] 10.0 [0.074]
largest positive deviation in nm 49.4 (2,3-NH2) 42.6 (2,3-NH2) 45.3 (2-OMe)
largest negative deviation in nm -40.6 (1,4-NHMe) -32.5 (1,4-NHMe) -20.3 (1,2-NH2)
largest positive deviation in eV 0.21 (2,7-Cl) 0.20 (2,7-Cl) 0.14 (2,7-Cl)
largest negative deviation in eV -0.29 (1-NO2,2-NH2) -0.26 (2-OMe) -0.39 (2-OMe)
cases with abs. deviations > 10 nm 38 (58%) 38 (58%) 15 (23%)
Cases with Abs. Deviations > 25 nm 13 (20%) 9 (14%) 1 (2%)
Cases with Abs. Deviations > 0.1 eV 20 (30%) 17 (26%) 6 (9%)

a These values are obtained with fittings based on the λmax computed in nm and eV.

Figure 3. Comparison between the experimental and theo-
retical λmax obtained by MLR (eqs 15 and 16). The central
line indicates a perfect match, whereas the two side lines are
borders for (10 nm discrepancies. All values are in nm.
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Abstract: Electronic properties of dye-sensitized semiconductor nanocrystals, consisting of

perylene (Pe) chromophores attached to 2 nm TiO2 nanocrystals via different anchor-cum-spacer

groups, have been studied theoretically using density functional theory (DFT) cluster calculations.

Approximate effective electronic coupling strengths for the heterogeneous electron-transfer

interaction have been extracted from the calculated electronic structures and are used to estimate

femtosecond electron-transfer times theoretically. Results are presented for perylenes attached

to the TiO2 via formic acid (Pe-COOH), propionic acid (Pe-CH2-CH2-COOH), and acrylic

acid (Pe-CHdCH-COOH). The calculated electron transfer times are between 5 and 10 fs

with the formic acid and the conjugated acrylic acid bridges and about 35 fs with the saturated

propionic acid bridge. The calculated electron injection times are of the same order of magnitude

as the corresponding experimental values and qualitatively follow the experimental trend with

respect to the influence of the different substitutions on the injection times.

1. Introduction
Light excitation of dye molecules that are chemically bound
to a semiconductor electrode can lead to heterogeneous
electron transfer from the dye to the semiconductor if the
excited state of the dye overlaps the semiconductor conduc-
tion band energetically.1,2 The realization that such photo-
induced heterogeneous electron transfer constitutes a highly
efficient way to achieve charge separation has paved the way
for the development of so-called dye-sensitized solar cells.3,4

The introduction of nanocrystalline titanium dioxide (TiO2)
electrodes by Gra¨tzel and co-workers meant that high device
efficiencies could be achieved by taking advantage of its
spongelike morphology giving up to a 1000-fold increase in
photoactive surface area compared to traditional flat elec-

trodes.5 Thousands of organic and organometallic dyes have
by now been tested in order to optimize the device ef-
ficiency.6

The desire to design more efficient devices has also
spurred considerable interest in the nature of the ultrafast
heterogeneous electron-transfer processes itself, with the hope
that better control of the interfacial electronic properties will
help to develop better devices.1 The basic structural and
electronic properties of a typical interface are illustrated in
Figure 1. To ensure long-term stability of the interfaces, the
chromophores are functionalized by special anchor groups,
such as carboxylate and phosphonate groups, which are
capable of forming strong chemical bonds to the semi-
conductor electrodes.6 The electronic contact between the
chromophore and the semiconductor can be controlled by
insertion of so-called spacer groups between the chromophore
and the anchor group.7 The typical photoinduced charge
separation is initiated by light excitation of the dye from its
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electronic ground state to an excited electronic state that is
located above the conduction band edge of the semiconductor
energetically. The electron injection rate depends strongly
on the ability of the anchor-cum-spacer unit that separates
the dye from the semiconductor to mediate the electron
transfer. In the fastest possible electron transfer processes,
the group that anchors the molecule to the semiconductor
can act as an efficient conduit of electron transfer by
effectively removing the tunneling barrier to the hetero-
geneous electron transfer.8

Ultrafast pump-probe laser spectroscopy has been used
extensively to determine electron transfer rates for a number
of dye-semiconductor systems with increasingly high time
resolution, and it has been shown that electron transfer takes
place on a femtosecond time scale in many dye-semiconduc-
tor systems.9-12 The extremely rapid injection rates for a wide
range of donors distinguish the heterogeneous electron-
transfer processes from most long-range homogeneous,
molecular, and biological electron-transfer processes.13 The
enhanced rates for heterogeneous electron transfer are largely
caused by the presence of a band of acceptor states offered
by the semiconductor substrate, as opposed to the single
acceptor state encountered in purely molecular systems, for
as long as the donor state lies above the conduction band
edge it remains in resonance with a number of acceptor
levels.14 In this situation the electron transfer rate becomes
less dependent on vibrational activation compared to most
molecular electron transfer reactions that follow the Marcus
electron transfer model in which the electron transfer takes
place only when the vibrational motion in the donor state

reaches a crossing point with the acceptor state where the
electronic levels of reactants and products become isoener-
getic.15 The rate of electron transfer is in the heterogeneous
case instead largely determined by the strength of the
electronic coupling between the excited state of the dye and
the semiconductor conduction band. Moreover, the electron
transfer in these systems can under favorable conditions take
place prior to thermal equilibration of the excited donor
state,16 in contrast to earlier assumptions.17

Theoretically, intramolecular and homogeneous electron-
transfer processes have been studied extensively.13,18 Pho-
toinduced heterogeneous electron transfer of dye-sensitized
nanoparticles is much less well understood, despite its
significant technological potential.19 Theoretical studies
focusing on the conceptual understanding of various aspects
of the heterogeneous electron-transfer processes have been
presented in the last years.20,21 The complexity of dye-
sensitized semiconductors has, on the other hand, limited
the possibilities of quantum chemical calculations and
simulations that can provide the predictive power associated
with methods that do not rely on fitted parameters.22

Quantum chemical calculations have been used to investigate
the structural and electronic factors involved in the binding
of Ru-dye ligands to TiO2 surfaces as well as studies of the
nature of photoinduced electron transfer and charge-transfer
excitations of various sensitizers on TiO2 nanoparticles.22-35

These studies have, for example, shown that it is important
to take both the physical and electronic structure of the
interface into account, to model the interface behavior
accurately. Structurally, the adsorption can cause significant
distortions of the adsorbate structure to accommodate the
most favorable surface binding.22,23 Electronically, the ad-
sorption induces changes in the electronic structure of the
adsorbate, in particular in the anchor group.22,25 Also, the
ability to study femtosecond electron-transfer processes from
dye molecules to TiO2 surfaces, either from an electronic
coupling,27,33 a nonadiabatic molecular dynamics,28 or an
electron dynamics30 perspective, has been explored. The
inclusion of nuclear motion in the nonadiabatic molecular
dynamics approach makes it particularly attractive for cases
where the electronic coupling varies significantly as a result
of the motion of the nuclear positions, e.g. due to molecular
vibrations.28

As reviewed by Noguera, there have been numerous
theoretical studies of titanium oxide clusters,36 including e.g.
early work by Bredow and Jug on large TiO2 anatase
particles.37 To explicitly account for the complexity encoun-
tered by using nanocrystalline TiO2 electrodes, we have also
recently made a more systematic computational investigation
of small TiO2 nanocrystals.38 This approach makes it possible
to investigate dye-sensitized TiO2 nanocrystals using first
principles DFT methods.26,32,33 A potential problem with
finite clusters is that they can have poorly developed band
structures if they are too small, with e.g. an unphysically
large finite level spacing in the substrate bands compared to
the experimental situation. Here we use a model TiO2

nanocrystal with 2 nm diameter which ensures that the
splitting of the electronic levels in the relevant part of the
conduction band is of the order of 10-20 meV. This spacing

Figure 1. Schematic illustration of the relationship between
the molecular structure and the electronic properties of
photoinduced heterogeneous electron transfer processes, in
dye-sensitized semiconductor devices. The upper and lower
panels show the electronic and structural interactions of the
various components, respectively. The chromophore part of
the dye is attached to the semiconductor via spacer and
anchor groups. The photoinduced heterogeneous electron
transfer process typically occurs in a two-step process (upper
panel), where there is first a local photoexcitation of the dye,
followed by surface electron transfer across the spacer-cum-
anchor bridge to the semiconductor conduction band which
provides a quasi-continuum of electron acceptor states.
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provides an effective lower limit on observable coupling
strengths for the dye-semiconductor interaction. A second
frequent objection against using clusters as surface models
is termination problems requiring the use of surrounding
point charges or saturators. In the case of nanocrystals,
however, a realistic description of the system may well
require the presence of various types of surface motifs catered
for by using a sufficiently large finite cluster. From a
computational point of view, an advantage of using a cluster
approach is that it is relatively unproblematic to accom-
modate large adsorbates. Periodic calculations would have
an intrinsic advantage in automatically providing continuous
substrate bands suitable to model the electronic structure of
large nanocrystals. In periodic calculations, however, large
adsorbates often require the use of very large unit cells in
order to avoid undesired interactions across the periodic cell
boundaries.

The current work is part of a combined experimental and
theoretical investigation of the ultrafast photoinduced electron
transfer of a series of perylene derivatives attached to
nanostructured TiO2 through a series of different anchor-
cum-spacer groups.39,40 The lack of spectral overlap of the
absorption spectra of the ground-, excited-, and charge-
separated states of perylene-TiO2 interfaces makes it ideal
for pump-probe spectroscopic investigations of the funda-
mental processes involved in photoinduced heterogeneous
electron transfer.16 As a purely organic chromophore attached
to TiO2 via a single anchor group, perylene is also a good
candidate for quantum chemical calculations. This system
therefore offers exceptionally good opportunities to make
direct comparisons between experimental and calculated
properties. In this paper we focus on calculated electronic
structure properties and the ability to predict heterogeneous
electron-transfer rates from first principles density functional
calculations.

2. Method
2.1. Electronic Structure Calculations.The properties of
the Pe, Pe-COOH, Pe-CH2-CH2-COOH, and Pe-CHd
CH-COOH molecules, shown in Figure 2, were studied
using the B3LYP hybrid functional and the standard 6-31G-
(d,p) basis set in the Gaussian03 program.41 Geometries were
fully optimized, and the delocalization of the chromophore
HOMO and LUMO orbitals into the anchor-cum-spacer
groups was investigated. The S0fS1 excitation was inves-
tigated using time-dependent DFT (TD-DFT) calculations
with the same functional and basis set. TD-DFT calculations
typically give excitation energies accurate to a few tens of
an eV for the lowest energy valence excitations at moderate
computational cost.42 There is a danger of spurious low
energy excitation energies for charge transfer states due to
incorrect treatment of self-interactions when applying TD-
DFT to extended systems.43 TD-DFT calculations have,
however, been used successfully to investigate excitations
in polycyclic aromatic molecules such as unsubstituted
perylene,44 and the approach appears to work well in the
cases where the lowest valence excitations do not have strong
charge-transfer character.

For the calculations of sensitized nanocrystals, a (TiO2)60

cluster fulfilling the recently suggested requirements of a

nanocrystal was used.38 Briefly, it has been found that neutral,
stoichiometric clusters down to approximately 1 nm in
diameter constructed so as to accommodate high coordination
of all atoms (compatible with their formal oxidation states),
and having a small or vanishing dipole moment, display
significant structural stability and a well developed band
structure.38 Geometry optimizations of the here investigated
systems were performed using DFT calculations with the
PW86 exchange functional and the PW91 correlation func-
tional together with a Slater Type Orbital (STO) Valence
Single-Zeta (VSZ) basis set and large frozen cores as
implemented in the ADF program.45 This method combina-
tion is in the following referred to as PW/VSZ. The local
structure of the interface between the TiO2 nanoparticle and
the various sensitizers were optimized at the same level of
theory using a smaller (TiO2)5(H2O)5 cluster model. The
different sensitizers were optimized on this cluster with
relaxation of the local surface environment including the
substrate atoms in the vicinity of the adsorbate, while keeping
the saturating H2O as well as the fringe atoms of the substrate
cluster fixed. This stepwise optimization approach allows
the reconstruction of supramolecular models with optimized
adsorbates on optimized nanocrystals, including local relax-
ation of the nanocrystal in the vicinity of the adsorbate, at
an affordable computational cost. It can be noted that water
molecules are only used in order to saturate the small cluster
used to optimize the adsorbate position on the substrate, and
not the large nanocrystal. They are necessary in the small
cluster model to saturate unphysical dangling bonds not
present in the large nanocrystal which, as described above,
has a sufficiently high coordination of every atom to ensure
a reasonable description of the effective electronic band
structure.38 To further investigate the influence of the anchor
group, a model system was constructed with an unsubstituted

Figure 2. Investigated perylene (Pe) derivatives and surface
binding modes. The investigated molecules are perylene (Pe),
perylene with formic acid (Pe-COOH), propionic acid (Pe-
CH2-CH2-COOH), and acrylic acid (Pe-CHdCH-COOH)
anchor-cum-spacer groups. The carboxylic acid anchor group
was considered to bind to the TiO2 nanocrystal in a 2M-
bidentate (bridge) fashion. For Pe-COOH, binding to the TiO2

in molecular 1M-monodentate (ester) fashion was also con-
sidered.

Influence of Anchor-Cum-Spacer Groups J. Chem. Theory Comput., Vol. 2, No. 2, 2006443



perylene molecule (Pe) placed in the same position relative
to the TiO2 nanocrystal as in the optimized planar bridge
binding case. As the aim was to compare the calculated
electronic properties with and without anchor groups, rather
than the interaction of a physisorbed perylene with a TiO2

nanocrystal per se, this structure was based on the separately
optimized parts without further optimization.

The electronic structure of the combined system was
subsequently calculated with B3LYP using a split-valence
basis set with large Effective Core Potentials (ECPs) using
Gaussian03.41 In these calculations, all atoms have a Gaussian
Type Orbital (GTO) Valence Double-Zeta (VDZ) basis set,
except oxygen which has a Valence Triple-Zeta (VTZ) basis
set in order to allow a realistic representation of the negative
ions in the nanocrystal. This particular method combination
is referred to as B3LYP/VD(T)Z in the following and has
been used in several previous investigations with good results
to describe the electronic structure of systems comprising
organic adsorbates on TiO2 surfaces.22,27 The B3LYP/VD-
(T)Z electronic structure calculations on PW/VSZ optimized
geometries are referred to as B3LYP/VD(T)Z// PW/VSZ.
As the electronic properties are more sensitive to the size of
the basis set compared to the structural ones, the combination
of a relatively small basis set for the optimizations together
with a larger basis set for single point calculations of the
electronic structure has been shown to offer a viable
computational approach for these complex systems.27 The
basis set used here has, in particular, been used with good
results for both structural and electronic properties in previous
investigations of organic adsorbates on TiO2 substrates.22,27

Of particular relevance to the present application is that, as
discussed previously,22,27 this level of theory gives a reason-
able calculated band structure of the TiO2 substrate. A more
detailed investigation of the structural and electronic proper-
ties of pure TiO2 nanocrystals is underway and will be
presented in due course.

2.2. Analysis of Interfacial Electronic Interaction. The
solution to the time dependent Schro¨dinger equation has
previously been calculated for the system under study
assuming a constant value for the electronic coupling strength
that reproduces the experimental time scale.20 The time
dependent pump-probe signal shows a monoexponential
decay independent of the assumed strength for the electronic
coupling as long as the molecular donor state is positioned
high enough above the bottom of the empty conduction band
of the semiconductor (wide band limit). In the latter case
the decay behavior is virtually identical to that predicted by
the Fermi’s Golden rule perturbation treatment even though
there is no restriction on the strength of the electronic
coupling. This is not valid any more when the molecular
donor level shifts closer to the conduction band edge. The
validity of the wide band limit for the perylene chromophore
and anatase or rutile TiO2 has been confirmed experimentally
with UPS and 2PPE measurements.39,40

Here, we consider the photoinduced surface electron
transfer process based on evidence from explicit electronic
structure calculations. The initial photoexcitation primarily
involves exciations from the Highest Occupied Molecular
Orbital (HOMO) to the Lowest Unoccupied Molecular

Orbital (LUMO) on the perylene chromophore. The HOMO
level, loosely corresponding to the perylene ground state,
lies energetically in the band gap region of the TiO2, as
illustrated schematically in Figure 1. Although its energy may
be shifted when it is adsorbed on the surface, the electronic
interaction with the substrate is believed to be weak. This
makes it readily identifiable as a single molecular level in
an energy diagram, with a negligible broadening. The LUMO
levels of all the chemically anchored sensitizers, on the other
hand, are expected to show significant interaction with the
conduction band, manifested in the splitting of the isolated
sensitizer LUMO to a number of mixed sensitizer-semicon-
ductor levels upon adsorption. According to the Newns-
Anderson model for adsorbates on surfaces,46 the effect of
the adsorption on a molecular electronic level,i, is character-
ized by an energy shift,∆Ei, relative to its gas-phase value,
Ei(g), and a lifetime broadening,pΓi. The shift in energy is
related to the gas-phase value by

The lifetime broadening is described by a Lorentzian
distribution that results from the decay of the excited
molecular state resonantly coupled to a continuum of final,
charge-separated, states.47

A detailed analysis of the electronic structure is necessary
in order to quantify both the energy shift and broadening.
In an attempt to quantify this interaction, a numerical fitting
procedure of the Projected Density of States (PDOS)
contributions has been implemented. First, an energy interval
was selected within which the adsorbate PDOS contributions
were considered to belong to the sensitizer LUMO. The
interval was selected so that the PDOS contributions within
this interval summed to one orbital. Generally this condition
could be achieved to within 2%. This approach can only be
expected to work in cases, such as this, where the considered
orbital contributions are well separated in energy from those
of other molecular orbitals. In more complicated cases, it
will be necessary to use a more sophisticated approach
involving orbital projection schemes to separate the different
contributions. For the selected energy range, the calculated
orbital energies,εi, of the combined system were weighted
by the PDOS contributions,pi, to obtain a weighted average
calculated energy,ELUMO(ads). Specifically, a molecular
orbital, ψi, is expressed as a linear combination ofn atomic
orbitals, øj

A, centered on atomA, and with expansion
coefficientscij

A:

The portion of the orbital located on the adsorbate is taken
to be pi, which is given by the sum of the squares of the
atomic orbital coefficients that are located on the adsorbate
(ads) atoms.

Ei(ads)) Ei(g) + ∆Ei (1)

ψi ) ∑
j

n

cij
Aøj

A (2)

pi ) ∑
j

A∈ads

(cij
A)2/∑

j

n

(cij
A)2 (3)
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The inclusion of the denominator in eq 3 ensures that the
probability is properly normalized. This is used to overcome
potential complications associated with the fact that the
atomic orbitals do not form an orthonormal set and that the
sum of the coefficients squared is not strictly one. More
stringent assignments would be possible, e.g. by taking the
overlap matrix into account, but we have not found such a
procedure necessary here.

We take the position of the adsorbate LUMO level in the
combined system to be given by the weighted average:

Subsequently, quantitative measures of the width of the
energy distribution of the LUMO contributions were sought
from calculated mean deviation (MD) and root-mean-squared
(RMS) values of the selected set of PDOS contributions

To test the accuracy of the assignment of an effective
width to a finite distribution of levels, sets of discrete peaks
following a Lorentzian distribution were created and analyzed
according to the scheme outlined above for a variety of initial
line widths. The calculated MD and RMS line widths were
both found to yield correct orders of magnitudes and trends
for a wide range of discrete Lorentzian distributions, although
the quality of the fit depended on the chosen line width and
spacing. For a spacing of 20 meV (similar to that found in
the (TiO2)60 cluster) and line widths in the 1-150 meV range,
the MD analysis yielded calculated line widths that matched
the true value to within 20%. Generally the MD analysis
was found to underestimate stronger couplings. The RMS
analysis was found to be somewhat less robust compared to
the MD analysis, with a tendency to overestimate the line
widths for small couplings but to be of similar quality or
better than the MD results for line widths exceeding 150
meV. In the analysis below, we have used the MD line
widths. It can be noted that these simple ways to approximate
a broadening of a molecular level in the presence of a
substrate band may in future applications be replaced by a
direct fit of the adsorbate level distribution to a Lorentzian
function.

The results of the line width-fittings are used to construct
Lorentzian distributions,FLUMO, with width pΓ centered at
ELUMO(ads).46,47

Finally, the ability of the calculated energy broadenings
to capture essential features of the electronic coupling, in
the wide band limit of heterogeneous electron-transfer
encountered here, was considered by using the calculated
PDOS broadenings as an effective measure of an electronic

coupling strength that can be converted to an electron-transfer
time according to46,47

In convenient numerical units this becomes

3. Results
3.1. Molecular Properties. Molecular properties of the
substituted perylenes were first investigated using the
standard B3LYP/6-31G(d,p) methodology. In particular, the
S0fS1 excitation that is responsible for the photoinduced
charge-separation was investigated. This excitation is domi-
nated by the promotion of an electron from the perylene
HOMO to the perylene LUMO orbital.44 The HOMO and
LUMO molecular orbitals for the four different molecules
are shown in Figure 3. The results for the unsubstituted
perylene molecule are similar to those published by Hala-
sinski et al.44 For all substituents, both the HOMO and
LUMO orbitals are delocalizedπ orbitals. The HOMO
orbitals of all the different systems are, moreover, very
similar to the HOMO orbital of the unsubstituted perylene
molecule, with essentially negligible contributions on the
anchor-cum-spacer groups. The LUMO orbital of Pe-CH2-
CH2-COOH is also very similar to that of the unsubstituted
perylene, consistent with the notion that the saturated spacer
group is a poor mediator of electron delocalization. The Pe-
COOH and Pe-CHdCH-COOH molecules, on the other
hand, show considerable delocalization of the perylene
LUMO orbital into the anchor-cum-spacer moiety. Interest-
ingly, this is in both cases accompanied by a reorganization
of the peryleneπ* part of the orbital, compared to its
symmetrical appearance in perylene itself, in such a way that
the peryleneπ* orbital is located to a larger extent in the
vicinity of the substituent. In Pe-COOH, the LUMO orbital
can be recognized as a bonding combination between the
first peryleneπ* orbital with the first carboxylateπ* orbital.
In the Pe-CHdCH-COOH molecule, the LUMO orbital
is seen to be essentially a bonding combination of the first
π* orbitals of each of the individual parts of the chro-
mophore-spacer-anchor system. It is noteworthy that the
delocalization across the unsaturated spacer is sufficiently
effective for the anchor groupπ* to carry nearly equal weight
to the LUMO as in the Pe-COOH system. Such delocal-
izations are consistent with facilitated electron transfer across
the anchor-cum-spacer unit.8,25

3.2. Molecular Excited States.The vertical excitation
energies for the S0f S1 transition has been calculated using
TD- B3LYP/6-31G(d,p) for the various anchor-cum-spacer
groups. The results are listed in Table 1. The excitation is
in all cases dominated by the HOMO-LUMO transition with
no significant charge-transfer character. This means that the
LUMO delocalization discussed above is reflected also in
the electron distribution of the S1 state, giving further support
to the notion that the delocalization of the LUMO facilitates
interfacial electron injection. The Pe-COOH and Pe-CHd
CH-COOH cases that showed the largest delocalization of
the LUMO also show a significant red-shift of the absorption
of 0.2 and 0.3 eV, respectively. Twisting the plane of the

ELUMO(ads)) ∑
i

piεi (4)

pΓMD ) pi|εi - ELUMO(ads)| (5)

pΓRMS ) x∑
i

pi(εi - ELUMO(ads))2 (6)

FLUMO(E) ) 1

(E - ELUMO(ads))2 + (pΓ
2 )2

(7)

τ ) p/p Γ (8)

τ(fs) ) 658/Γ(meV) (9)
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carboxylate anchor group 90 degrees relative to the perylene
plane in Pe-COOH results in a decoupling of carboxylate
and peryleneπ orbitals and a reduction of the red-shift in
the absorption compared to the pure perylene case. The
injection rates can thus be expected to be sensitive to the
detailed structure of the adsorbed chromophore, as already

suggested for the isonicotinic acid model chromophore.27

Furthermore, if the shifts are sufficiently large to be
observable spectroscopically, they can serve as a sensitive
probe for the local geometry once any adsorption-induced
shifts have been taken into account.

3.3. Geometry of the Sensitized Nanocrystals.Atomistic
models for the various sensitizers bound to a TiO2 nano-
crystal were constructed from a common, fully optimized,
(TiO2)60 cluster. The sensitizer geometries as well as local
substrate relaxations in the vicinity of the adsorption site were
obtained from geometry optimizations of the sensitizers on
a smaller (TiO2)5(H2O)5 cluster. The initial geometry of the
smaller cluster was taken from a prototypical anatase (101)
surface region of the full (TiO2)60 cluster. To combine a
consistent treatment of the sensitized (TiO2)5(H2O)5 and
(TiO2)60 clusters, with local surface relaxation near the
adsorption site, the atoms at the perimeter of the (TiO2)5-
(H2O)5 cluster were saturated by hydrogen atoms or hydroxyl
groups. The edge atoms together with the hydrogen and

Figure 3. HOMO (left column) and LUMO (right column) orbitals of Pe (a,b), Pe-COOH (c,d), Pe-CH2-CH2-COOH (e,f), and
Pe-CHdCH-COOH (g,h) according to B3LYP/6-31G(d,p) calculations.

Table 1. Vertical S0fS1 Exciation Energies of Perylenes
with Different Anchor-Cum-Spacer Groups, Calculated
Using Time Dependent B3LYP/6-31G(d,p)a

molecule E/eV λ/nm f excitation

Pe 2.89 428.4 0.36 0.62(HOMOfLUMO)
-0.11(HOMO-4f

LUMO+2)
Pe-COOH 2.69 461.0 0.40 0.62(HOMOfLUMO)
Pe-CH2-CH2-COOH 2.85 435.2 0.43 0.62(HOMOfLUMO)
Pe-CHdCH-COOH 2.60 477.5 0.57 0.62(HOMOfLUMO)

a The excitation energies, E, wavelengths, λ, oscillator strengths,
f, and main contributions (excitation coefficients > 0.1) are included
in the table.
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hydroxyl saturators were kept fixed during the subsequent
optimization, while the sensitizer and the (TiO2)5(H2O)5
cluster atoms in the vicinity of the adsorption site were fully
optimized. Finally, the locally optimized small cluster models
were reintroduced into the framework of the large cluster.
The geometries of carboxylic acid anchored to the (TiO2)5-
(H2O)5 cluster and the three combined sensitizer-(TiO2)60

clusters are shown in Figure 4. The PW/VSZ optimized
structures agree well with the results of published information
about the binding of carboxylic acids to anatase TiO2

surfaces.48,49However, for a nanocrystal such as the (TiO2)60

cluster used here, there are a large number of local adsorption
sites with different absorption possibilities. As the present
paper focuses on the electronic aspects of the interfaces, we
have not tried to find the overall most favorable adsorption
site on the nanocrystal. The selected adsorption site should
instead only be viewed as a typical surface site, for which
we have investigated the effect of the binding on the
electronic properties by optimizing both an ester and a bridge

binding carboxylic acid, see Figure 2. These two modes are
both favorable on TiO2, and it is not unreasonable to assume
that they will either exist in parallel or that the detailed
experimental conditions will determine which binding mode
prevails. Although beyond the scope of the present paper,
more systematic investigations of the binding of anchor
groups to nanocrystals, for example comparing different
surface sites, investigating the dependence of the size and
shape of the nanocrystal, and making comparisons to the
binding on surfaces, are interesting and underway.

3.4. Electronic Structure of the Sensitized Nanocrystals.
The electronic structures of the combined sensitizer-nano-
crystal systems were calculated at the B3LYP/VD(T)Z//PW/
VSZ level. An effective total Density of States (DOS) was
in each case constructed from the calculated orbital energies
using an arbitrary Gaussian broadening of 0.3 eV, and the
results are shown in Figure 5. The sensitizer contributions
to this DOS have also been extracted using the appropriate
atomic orbital coefficients. These contributions are shown
in Figure 5 as the 0.3 eV broadened PDOS. Due to the large
number of substrate atoms, the total DOS is in all cases
dominated by the (TiO2)60 cluster contributions. The calcu-
lated DOS is thus very similar for all the studied systems
and is only shown as a whole for the nonbound Pe-(TiO2)60.
The total DOS spectra display a completely occupied valence
band below ca.-7 eV and a completely empty conduction
band above ca.-4 eV. The valence and conduction band
energies are in all cases within 0.5 eV of the-7.25 and
-3.54 eV values calculated for the valence and conduction
band edges of an unsensitized (TiO2)60 nanocrystal, respec-
tively. This indicates that the (TiO2)60 cluster model gives a
robust and realistic representation of the TiO2 band gap, both
compared to experiment3 and to periodic TiO2 calculations
using the B3LYP functional with a similar basis set.27

The sensitizer contributions to the electronic structure, in
the region of interest for the photoexcitation processes
involving the chromophore ground and first excited states,
can be seen by focusing on the adsorbate PDOS, which are
shown in Figure 5 with a magnification of they-axis by a
factor of 10 compared to the total DOS for all the different
systems. The perylene HOMOπ orbital is in all cases easily
recognized as a single level located in the band gap region
at ca.-6 eV. The LUMO π* orbital is distributed into a
number of contributions to mixed molecule-semiconductor
levels around-3 eV. This is about 0.5 eV above the
conduction band edge, indicating that heterogeneous electron
transfer is energetically possible from the sensitizer LUMO
orbital involved in the first excited sensitizer state which was
shown earlier to be dominated by a HOMO-LUMO excita-
tion.

3.5. Electronic Coupling Strength.The electronic cou-
pling strength governing the photoinduced heterogeneous
electron transfer is likely to be determined largely by the
interactions between the sensitizer LUMO orbital and the
substrate conduction band. To investigate this interaction
more thoroughly, we have made a detailed investigation of
the adsorbate LUMO PDOS. The results for the various
sensitizers are shown in Figure 6. The figure clearly shows
that the calculations predict that the investigated systems

Figure 4. Optimized geometries of sensitized titanium dioxide
clusters: (a) HCOOH-(TiO2)5(H2O)5, (b) bridge-binding, pla-
nar Pe-COOH-(TiO2)60, (c) Pe-CH2-CH2-COOH-(TiO2)60,
and (d) Pe-CHdCH-COOH-(TiO2)60. Note that the proton
from the carboxylic acid has been transferred to a surface
oxygen in the bridge binding mode displayed in 1b-d, in
accordance with the bridge binding scheme in Figure 2.
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Figure 5. Total and projected DOS plots of the sensitizer-nanocrystal systems. The different panels show (a) Pe-(TiO2)60

DOS, (b) Pe-(TiO2)60 adsorbate PDOS, (c) Pe-COOH-(TiO2)60 adsorbate PDOS for planar bridge adsorption, (d) Pe-COOH-
(TiO2)60 adsorbate PDOS for twisted bridge adsorption, (e) Pe-COOH-(TiO2)60 adsorbate PDOS for planar ester adsorption,
(f) Pe-CH2-CH2-COOH-(TiO2)60 adsorbate PDOS, and (g) Pe-CHdCH-COOH-(TiO2)60 adsorbate PDOS. In all cases:
dashed line - total DOS, black line - total adsorbate PDOS, red line - Pe PDOS, green line - COO PDOS, blue line - spacer
group PDOS. The DOS and PDOS plots rely on an arbitrary 0.3 eV Gaussian broadening of the calculated orbital energies,
used to facilitate visual comparisons.
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differ both in the exact position of the LUMO level and the
degree to which the sensitizer LUMO orbital mixes with the
substrate conduction band. A more detailed analysis is
possible from a consideration of the results of the MD-fittings
described in section 2.2 of the sensitizer LUMO broadening
which are presented in Table 2 and represented graphically
in Figure 6 as Lorentzian distributions,FLUMO, with width
pΓ centered atELUMO(ads). Although the PDOSs obtained
from the electronic structures consist of a finite number of
states which do not generally follow a simple Lorentzian
distribution, visual comparison of the fitted functions with
the plot of the individual PDOS contributions in Figure 6
indicates that the fitting successfully captures trends in terms
of both energy shifts and broadenings.

The electron-transfer times estimated from the analysis of
the quantum chemical calculations fall in the femtosecond
time range and are compared with experimental values in
Table 2. The listed experimental values were obtained from
a monoexponential fit to the measured rise of the molecular
product state, i.e., the ionized perylene chromophore, which
was monitored as characteristic absorption signal in a
femtosecond laser pump-probe experiment. The experiments

were carried out with cross-correlation signals of below 25
fs width (fwhm). The perylene dyes were adsorbed from
solution on the inner surface of nano-structured anatase TiO2

layers of about 2 micrometer thickness. The measurements
were carried out in ultrahigh-vacuum. Further details are
described in a recent Ph.D. thesis by R. Ernstorfer.39 A very
similar trend, with very similar absolute values for the
injection times of the same perylene dyes, was measured
even more recently applying the technique of femtosecond
two-photon photoemission. In the latter case the same
perylene dyes were adsorbed but on the (110) surface of a
rutile TiO2 single crystal. Details of these measurements can
be found in a recent Ph.D. thesis by L. Gundlach.40

As seen in Table 2, the theoretically estimated injection
times for the three systems where a direct comparison can
be made with experimental measurements are of the right
order of magnitude, withτcalc up to a factor of 2 faster than
τexp in all three cases. As the discrepancy between theory
and experiment is systematic between the investigated
systems, the agreement in terms of the relative injection times
is better than in terms of absolute rates. In particular, the
calculations predict that the introduction of the saturated
(-CH2-CH2-) spacer slows down the injection by about a
factor of 5 compared to the Pe-COOH case, while the
corresponding introduction of the unsaturated (-CHdCH-)
spacer leaves the injection time essentially unaltered. This
is in good agreement with the experimental ratios of 4.3 and
0.8, respectively.

The results for the nonbound Pe-(TiO2)60 structure show
that without the presence of the anchor group the electronic
coupling is reduced substantially. The LUMO of the pure
perylene is concentrated almost entirely to a single molecular
level at -2.85 eV. This constitutes a significantly weaker
coupling compared to all the anchored chromophores.
Comparing with the twisted bridge situation, the presence
of the anchor group therefore seems to play an important
role in enhancing the interfacial electronic coupling also
when it is not directly involved in delocalization of the donor
level.

There are a number of factors that can influence the
calculated absolute injection times. This includes both purely
computational effects and discrepancies between the calcu-
lated and experimental systems. In terms of the calculations,
more work is needed to test the performance of different
density functional methods, and basis set effects. Another
potential source of error is that it is assumed in the

Figure 6. LUMO PDOS plots for the substituted perylenes
on (TiO2)60. Black lines - sensitizer orbital (PDOS) contribu-
tions. Red curves - Lorentzian fitted curves, FLUMO, with
parameters from Table 2. To facilitate visual comparison
between the PDOS and the Lorentzian curves, the heights of
the curves have been scaled so that a curve with a 100 meV
fwhm has a height of 0.5.

Table 2. Electronic Interactions between the First Unoccupied Sensitizer Level (LUMO) and the TiO2 Conduction Band for
Systems with Different Anchor-Cum-Spacer Groups and Adsorption Modesa

sensitizer adsorption mode
ELUMO(ads)/

eV
pΓcalc/
meV

τcalc/
fs

τexp/
fs

Pe nonbound -2.85 2 330 NA
Pe-COOH planar bridge -3.22 139 5 13
Pe-COOH twisted bridge -2.85 68 10
Pe-COOH ester -3.22 140 5
Pe-CH2-CH2-COOH bridge -2.67 20 33 57
Pe-CHdCH-COOH bridge -3.30 102 6 10

a The table includes the position of the sensitizer LUMO level in the combined system as the weighted average energy, ELUMO(ads), the
calculated effective broadening of the level, pΓcalc, due to the interaction with the surface from the MD analysis described in the text as well as
calculated and experimental heterogeneous electron-transfer times.
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calculations that electron transfer occurs from the LUMO,
whereas in the actual experiment electron transfer occurs
from the excited electronic singlet state of perylene. Cor-
respondingly, the energy shifts calculated for the LUMO
when the perylene chromophore is attached to the different
anchor-cum-spacer groups cannot be seen with the same
magnitude for the excited state as is borne out by the
absorption spectra and also by the UPS and 2PPE measure-
ments probing the energy of the excited singlet state of the
perylene chromophore with respect to the lower edge of the
conduction band of the semiconductor TiO2.39,40 Dynamic
effects could also contribute to the discrepancy, and the
optimized geometries used in the present calculations may,
in fact, correspond to geometries where the LUMOs are more
strongly coupled to the substrate conduction band compared
to the average value during the thermal and vibrational
motion of the system. In terms of the compatibility with the
experimental system, the present calculations assume an ideal
surface termination, with direct chemical bonding from the
anchor group to substrate Ti atoms. If the experimental
systems are not atomically clean, such direct bonding could
be prevented for some fraction of the dye molecules. Sample
contamination is therefore also a potential source for a
systematic weakening of the interfacial electronic coupling.

4. Conclusions
A series of perylene-sensitized TiO2 nanoparticles has been
studied theoretically from first principles using density
functional theory calculations. Calculated electronic proper-
ties have been directly compared to experimental information
about heterogeneous electron-transfer rates in the femto-
second time regime. Calculated approximate heterogeneous
electron-transfer rates agree with the experimental values to
within a factor of 2, and the trends for relative rates are found
to agree well with the experimental results. This suggests
that this kind of supramolecular calculation of dye molecules
on nanoparticles can be used to predict how changes to the
structure or composition of dye-sensitized semiconductor
systems will affect their ultrafast electron-transfer properties.
As there are no problems to accommodate larger adsorbates
in the cluster approach, we believe that this approach will
prove to be very useful for studies of large heterosupra-
molecular systems containing both organic and organo-
metallic photo- and redox-centers attached to semiconductor
nanoparticles.
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Abstract: We used the free-energy perturbation (FEP) method in quantum mechanics/molecular

mechanics (QM/MM) calculations to compute the free-energy profile of the hydroxylation reaction

in the enzyme p-hydroxybenzoate hydroxylase (PHBH). k statistics were employed to analyze

the FEP sampling including estimation of the sampling error. Various approximations of the

free-energy perturbation method were tested. We find that it is adequate not only to freeze the

density of the QM part during the dynamics at frozen QM geometry but also to approximate this

density by electrostatic-potential-fitted point charges. It is advisable to include all atoms of a

QM/MM link in the perturbation. The results of QM/MM-FEP for PHBH are in good agreement

with those of thermodynamic integration and umbrella sampling.

I. Introduction
The free energy is the measure for the driving force of a
chemical reaction. It can be calculated by a variety of
methods. As bonds are broken and formed in chemical
reactions, quantum mechanical methods are required for the
calculation of free-energy differences. Standard electronic-
structure methods provide the internal energy∆U at zero
temperature,T ) 0 K. The Helmholtz free energy,∆A )
∆U - T∆S, at a finite temperature also includes the entropy
change∆S. While an approximation for∆Smay be obtained
from the harmonic frequencies of the system, it can be more
accurately computed by sampling along a reaction coordinate.

In principle, the free-energy change along a reaction
coordinateê may be calculated directly from the distribution
function of ê obtained from a molecular-dynamics (MD)
simulation. Such a calculation may be accelerated by
umbrella sampling (US).1,2 This method applies a restraint
(bias) to the reaction coordinate. In the limit of an infinitely
strong bias, that is, a constraint, the method becomes
equivalent3 to thermodynamic integration (TDI).4-7 The free-
energy change may then be determined by integration of the
mean force on this constraint. Both methods, thermodynamic
integration and umbrella sampling, are based on an exhaus-

tive sampling of the phase space. For large molecules, this
is currently still impractical when using computationally
demanding ab initio or density functional methods because
of the prohibitive computational effort. This holds true even
if such methods serve as QM components in QM/MM
approaches where the reactive center is described by quantum
mechanics (QM) and the environment by molecular mechan-
ics (MM).

The sampling problem has been addressed by number of
different approaches.8-17 Here, we focus on a QM/MM-FEP
treatment8 that applies the free-energy perturbation (FEP)
method18 to QM/MM simulations (see ref 8 for a comparison
with previously available approaches9,11-14). In QM/MM-
FEP, only the computationally less demanding MM part is
sampled, while the demanding QM part is kept frozen. Free-
energy perturbation used in this manner includes the fol-
lowing approximations: (1) The entropy change within the
QM part is not sampled but estimated from the harmonic
approximation. (2) Commonly,8,16,19-22 the density of the
fixed QM system is not only frozen but approximated by
electrostatic potential (ESP) charges when calculating its
interaction with the MM part.

We have tested these approximations on a biological
system, the enzymep-hydroxybenzoate hydroxylase23 (PHBH;
EC 1.14.13.2). While natively catalyzing the transformation* Corresponding author. E-mail: thiel@mpi-muelheim.mpg.de.
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of p-hydroxybenzoate (pOHB) to 3,4-dihydroxybenzoate
(3,4-DOHB), PHBH has also been proposed as a biocata-
lyst for the hydroxylation of halogenated pOHB deriva-
tives.24 During the catalytic cycle, the flavine cofactor
(FAD: flavine-adenine dinucleotide) is reduced to FADH2

by NADPH (nicotinamide-adenine dinucleotide phosphate,
reduced form). It then reacts with molecular oxygen to form
the flavin hydroperoxide (FADHOOH), shown in Figure 1.
In what is believed to be the rate-determining step,25-27

FADHOOH hydroxylates the substrate pOHB, yielding
FADHO and a hydroxycyclohexadienone that tautomerizes
rapidly to the aromatic 3,4-DOHB. FADHO is finally
protonated to FADHOH, loses water, and regenerates the
oxidized form FAD.

The rate-determining step is shown in Figure 1. The
substrate, in its dianionic form,25,26 is hydroxylated in an
aromatic electrophilic substitution reaction. From tempera-
ture-dependent measurements of the overall rate, the activa-
tion energy was estimated as 49 kJ mol-1 at pH 8.0.28 AM1
has been shown to overestimate the reaction barrier29,30 but
to yield fairly accurate structures, except for the underesti-
mated peroxide O-O bond length.29,31

While the QM/MM-FEP method itself is not new,8 the
purpose of this work is to validate its approximations by
calculating their influence on the resulting free-energy
difference. We carefully estimate the effects of different
treatments of the electrostatic QM/MM interaction. Problems
occurring in the perturbation of link atoms and their solutions
are also discussed. Moreover, we point out how to usek
statistics to analyze the FEP results. The QM/MM-FEP
method is designed to be applicable to QM/MM setups with
demanding QM methods. However, to test the method, we
employed the fast semiempirical AM1 Hamiltonian.32 The
methodological issues raised by QM/MM-FEP are expected
to be similar for AM1 and higher-level QM methods, and
the choice of AM1 allows us to investigate these issues

efficiently and to assess various QM/MM-FEP approxima-
tions by comparisons against full QM calculations. Thus,
the primary aim of this study is to test QM/MM-FEP on a
real-world example, rather than to accurately reproduce the
experimental activation barrier.

II. Methods
II.A. QM/MM Free-Energy Perturbation. In its original
formulation,18 free-energy perturbation is defined via an
unperturbed Hamiltonian and a perturbation term∆Epert.
Sampling∆Epert makes it possible to calculate the free-energy
difference of the perturbation by exponential averaging:∆A
) -1/â ln〈exp(-â∆Epert)〉. 〈x〉 denotes a canonical average,
â ) (kBT)-1, and kB is the Boltzmann constant. The term
“perturbation” is somewhat misleading since the theory is
exact and does not correspond to a perturbation ansatz in
the usual sense. Applied to QM/MM simulations,8 the
unperturbed Hamiltonian corresponds to the QM/MM energy
expression of a system where the QM atoms are fixed. The
perturbation corresponds to a geometry step of the QM
atoms. The phase space sampled is restricted to the degrees
of freedom of the MM atoms. This allows one to calculate
a free-energy profile in QM/MM simulations using demand-
ing QM methods.

We briefly restate the formalism of QM/MM-FEP to point
out the approximations used. The total energy of a QM/MM
calculation may be written as

with Eqm depending on the coordinates of the QM atoms
rqm, andEmm depending on the coordinates of the MM atoms
rmm. The termEqm/mm(r qm,rmm) includes all energy contribu-
tions coupling the QM and the MM parts:

that is, the van der Waals interactionEvdW, the electrostatic
interactionEQ, and the force field termsEFF of the junctions.
The latter come from covalent bonds between QM and MM
atoms. Within the electrostatic embedding scheme, the MM
point charges polarize the QM part, and the electrostatic
interaction between the QM and MM parts,EQ, is therefore
included in the energy provided by the QM code. Under the
convention of eq 2,EQ thus has to be calculated separately
for obtainingEqm/mm. From the QM electronic energy in the
point-charge field,〈Ψ|H|Ψ〉, one obtainsEqm ) 〈Ψ|H|Ψ〉
- EQ.

We will divide our discussion of QM/MM-FEP into three
steps: (1) calculation of an energy profile of the reaction
using constrained optimizations, (2) calculation of the energy
of the perturbation,∆Epert, and (3) sampling of∆Epert. While
this separation is conceptually sensible, steps 2 and 3 are
coupled in practical simulations.

II.A.1. Optimization.A reaction coordinateê(rqm) depend-
ing only on QM positions is defined. The reaction is split
into discrete windows, each characterized by a valueêi.
Constraining the reaction coordinate to someêi, all other
QM and MM degrees of freedom are optimized for each
window i. This results in a set of minimum-energy geom-

Figure 1. Schematic view of the rate-determining OH-transfer
reaction catalyzed by the enzyme PHBH.

Etotal ) Eqm(rqm) + Eqm/mm(rqm,rmm) + Emm(rmm) (1)

Eqm/mm) EvdW + EQ + EFF (2)
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etries and a profile of the internal energy of the reaction at
zero temperature.

II.A.2. Perturbation.The optimized structures serve as
unperturbed and perturbed structures in turn: When struc-
ture i is perturbed with structurei + 1, the energy of
perturbation is given by

Thus, the unperturbed energy is calculated with all atoms
at their positions of the optimized windowi. The perturbed
energy is calculated with the MM positions of windowi and
the QM positions of windowi + 1. Equation 3 defines the
“forward perturbation”. In the “backward perturbation”,
window i + 1 is perturbed with windowi:

II.A.3. Sampling.The free-energy change between window
i and windowi + 1 is given by

∆Eqm
ifi+1 is the difference of the QM energies between the

windows i and i + 1. ∆Aqm/mm
ifi+1 incorporates the change in

the free energy due to the QM/MM interactions as well as
the MM part. It is obtained from sampling

The energy difference is sampled at windowi, meaning that
the MM atoms move according to the forces from the QM
part of windowi. The average is only taken over the MM
coordinates, since the QM coordinates are always frozen in
the MD simulations. Forward (i f i + 1) and backward (i
+ 1 f i) perturbation converge to the same energy
difference, with opposite sign. As∆Eqm/mm

ifi+1 + ∆Emm
ifi+1 is

known from the reaction profile, the knowledge of∆Aqm/mm
ifi+1

allows an estimate of the corresponding entropic contribu-
tions.

Values for∆Aqm/mm
ifi+1 of a typical simulation, including the

error bar defined by eq 17, are shown in Figure 2. Summation
of the results of eq 5 provides∆A(ê) on a grid provided by
theêi values of the different windows. Minima and maxima
are determined by interpolating three consecutive values of
∆A(ê) with a second-order polynomial.

II.B. Entropic Effects of the QM Part. In eq 5, the
entropy and finite-temperature effects in the QM part have
been neglected. These can be taken into account by calculat-
ing the harmonic frequencies of the QM part and applying
standard methods from statistical thermodynamics to evaluate
the difference∆Aqm - ∆Eqm for the stationary points of
interest (minima, transition states).8,33

II.C. Electrostatic Interaction in QM/MM-FEP. During
the MD sampling, the structure of the QM part is kept frozen
at the optimized geometry of either windowi or i + 1 for
the forward and backward perturbation, respectively. Instead
of calculatingEQ from a density obtained from full self-
consistent field (SCF) iterations in each MD step, one may

introduce the approximation to freeze the densityF, that is,
to neglect changes in the polarization of the density caused
by the varying MM coordinates during the MD run for a
given window. CalculatingEQ from a fixed density requires
evaluating one-electron integrals only, but no SCF iterations,
and is thus computationally less expensive.

In a further approximation, charges which reproduce the
electrostatic potential (ESP charges) are commonly used
instead of the full density to calculateEQ.8,16,19-22 As the
point charges should reproduce the energy and forces
generated by the full density, ESP charges are well-suited.
This allows one to completely avoid QM calculations in the
sampling runs. When an accuratesbut slowsQM method
is used, the vast majority of the calculation time is, therefore,
spent on obtaining the optimized structures.

We tested both approximations, fixedF and ESP charges,
by comparison to the full SCF density using the fast AM1
method. In section III.C, we show that both approximations
are well-justified, at least for the system under investigation.

II.D. Link Atoms and Their Perturbation. In our
QM/MM setup,34 covalent bonds between the QM and the
MM parts, so-called junction bonds, are capped by link
atoms. These are only treated by the QM code and are in-
visible to the MM code. The link atom is placed on the line
connecting the QM atom and the MM atom of the junction
bond at a constant distance from the former. Forces on the
link atom are remapped to the QM and MM junction atoms.
The stretching of the junction bond is described at the MM
level. As the link atom is intrinsically of QM nature, its
position is constrained in the MD sampling. We also freeze
the MM atom of the junction.

To calculateEqm/mm(rqm
i+1,rmm

i ) in eq 3, the QM geometry
is taken from windowi + 1, while the MM geometry is the
one from windowi. The question of what to do with the
link atoms arises. There are four possibilities to treat the
position of the junction atoms, illustrated in Figure 3: (1)
Only the QM atom is moved to its position in windowi +
1; the link and the MM atom remain at their positions in
window i. (2) The link atom is placed on the line connecting

∆Epert
i+1fi ) Eqm/mm(rqm

i ,rmm
i+1) - Eqm/mm(rqm

i+1,rmm
i+1) (4)

∆Aifi+1 ≈ ∆Eqm
ifi+1 + ∆Aqm/mm

ifi+1 (5)

∆Aqm/mm
ifi+1 ) -1

â
ln〈exp(-â∆Epert

ifi+1)〉mm,i (6)

Figure 2. ∆Aqm/mm
ifi+1 obtained from forward perturbation and

backward perturbation including the error bar. Differences
between forward and backward perturbations are mainly
caused by incomplete sampling. The spike at ê ) -1.0 Å is
caused by the perturbation between two manifolds, see
section III.A.
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the QM atom of windowi + 1 and the MM atom of window
i. The MM atom remains at its position in windowi. (3)
QM and link atoms are moved to their positions in window
i + 1; the MM atom remains ati. (4) All three atoms are
moved to their positions in windowi + 1.

The drawback of methods 1 and 2 is that the link atom is
moved from the position where its density has been
calculated. In methods 1 and 3, the position of the link atom
is inconsistent as it does not lie anymore on the line
connecting the QM and MM junction atoms. Method 4 thus
emerges as the most consistent and promising choice,
although it involves the largest perturbation as all three atoms
are moved.

II.E. System Setup.The enzyme PHBH was treated in
analogy to our previous work.29,35 The initial geometry was
based on a crystal structure (see PDB file 1IUW).36 The
enzyme, consisting of 394 amino acids, 219 crystallographic
water molecules, the FADHOOH cofactor, and fully depro-
tonatedp-hydroxybenzoate, was solvated in a cubic water
box. After a series of structure optimizations and MD runs,
a production run was performed under periodic boundary
conditions in the canonical (NVT) ensemble atT ) 300 K
with restraints acting on the cofactor and the substrate. A
snapshot after 40 ps was used as the starting point for this
study. All water molecules further than 11 Å from any
protein atom were discarded. The water molecules in the
outer solvation shell between 2.9 and 11 Å were kept rigid,
and all atoms inside were left free. This resulted in 6245
protein atoms, 102 atoms of the cofactor and the substrate,
and 2445 water atoms, all of which were free to move. In
total, there are 22 772 atoms (8792 free and 13 980 fixed in
the outer solvation shell).

The QM/MM setup was chosen as follows. The QM re-
gion consisted of 49 atoms: the substratep-hydroxybenzoate
(in its dianionic form) and the isoalloxazine part of the
cofactor FADHOOH. There is one covalent bond between
the QM and the MM parts, which was saturated by a H link
atom. The QM part was described with the semiempirical
AM1 Hamiltonian32 and the protein environment with the
GROMOS force field. We used the QM/MM approach as
implemented in the ChemShell software package.34 Chem-
Shell provided the optimizer, the MD driver, and the
interfaces to the MNDO9937 and GROMOS9638 codes. The
ability to perform QM/MM-FEP calculations was imple-
mented into ChemShell. The electrostatic interaction between
the QM and the MM atoms was treated by including all MM

point charges in the QM Hamiltonian. The charge-shift
scheme34 was applied at the junction. The MM-MM elec-
trostatic interactions were evaluated explicitly for all atom
pairs with a distance of up to 14 Å and approximated by a
generalized Poisson-Boltzmann reaction field39 with εr )
54.0 beyond. The SCF convergence criterion was 10-8 eV.

The MD snapshot (see above) of the reactant was the
starting point for structure optimizations. The whole system,
that is, all atoms except the frozen outer solvation shell, was
optimized in hybrid delocalized internal coordinates40,41

(HDLC) to a convergence criterion for the maximum gradient
component of 0.45× 10-3 Eh a0

-1, using a limited-memory
quasi-Newton algorithm42 (L-BFGS; BFGS: Broyden-
Fletcher-Goldfarb-Shanno). This led to the reactant state.
For the following transition-state search and optimizations,
we defined an active region of about 3300 atoms, composed
of the QM part and all residues with at least one atom within
15 Å of the substrate.

For the transition-state search, we chose a reaction core
of nine atoms directly involved in the OH transfer. The OH
group was manually displaced toward the expected transition
state. The microiterative transition-state search in HDLCs
proceeded as follows: L-BFGS steps were performed for
all atoms of the active region except the reaction core until
the environment was converged to within a maximum
gradient component of 0.45× 10-3 Eh a0

-1. One partitioned
rational function optimizer43 (P-RFO) step was then per-
formed for the reaction core, using an explicit Hessian.
Continuing with the L-BFGS optimization, this process was
iterated until the largest gradient component in the core was
less than 1.35× 10-3 Eh a0

-1.
The difference of two bond lengths was defined as the

reaction coordinate:

See Figure 1 for atom labeling. Note that the sign ofê is
opposite in ref 35. The transition state is atê(TS) ) -0.41
Å. A reaction profile in intervals of 0.1 Å was calculated to
define the windows for the FEP simulations. The starting
point wasê ) -0.4 Å, which was generated from the TS
geometry by moving Od by 0.01 Å along the reaction
coordinate. In each of the windows, the reaction coordinate
was constrained, and all other degrees of freedom in the
active region were optimized. The profile ranged fromê )
-1.8 to+1.8 Å. At these optimized structures, ESP charges
were calculated by fitting the potential at the positions of
the 200 MM atoms nearest to the QM atoms.

The MD simulations were started from these optimized
structures. The QM part, the first MM atom of the junction,
and the outer solvation shell were frozen. All other 8742
atoms were equilibrated for 30 ps for the window atê )
-0.4 Å. During the heating phase, the first 10 ps of this
equilibration, a Berendsen thermostat44 was used. In all other
MD simulations, a canonical (NVT) ensemble atT ) 300 K
was generated by a Nose´-Hoover chain thermostat45-48 with
a chain length of 4 and a characteristic period of 20 fs,
corresponding to a thermostat wavenumber of 375 cm-1.
Newton’s equations of motion were integrated with a
reversible noniterative leapfrog-type integrator49 with a time

Figure 3. Four methods of perturbing link atoms. Q, L, and
M refer to the QM atom, the link atom, and the MM atom of
the junction, respectively.

ê ) d(Od-Op) - d(Cm-Od) (7)
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step of 1 fs. To ensure energy conservation at this time step,
all hydrogen atoms were assigned the mass of deuterium and
the free water molecules were kept internally rigid using
SHAKE constraints.50 To prepare the subsequent window,
the QM part of the equilibrated window withê ) -0.4 Å
was replaced by the QM part withê ) -0.3 Å. This system
was again equilibrated for 10 ps. In this manner, all windows
were equilibrated consecutively.

The FEP production runs were performed for the forward
and the backward perturbation for 10 ps in each window,
unless noted otherwise. Equilibration of the system with
respect to∆Epert was tested as described elsewhere51 by
testing for the lack of a trend in the coarse-grained average
and its variance, for normality, and for a lack of correlation.
Whenever the tests for trend showed that∆Epert or its
variance were not stationary over the whole range of the
production run, MD steps from the beginning of the
simulation were dropped until stationarity was reached. This
was done separately for the forward and the backward
perturbation data of each window. The range with stationary
∆Epert was then used for the analysis.

To compare the results of FEP with other free-energy
methods, we performed TDI and US simulations. Methodol-
ogy and detailed results of TDI simulations have been
reported previously.35 The reaction coordinate was con-
strained in intervals of 0.1 Å. The force of constraint was
sampled and integrated alongê to compute the free energy.
In the simulations for umbrella sampling, the constraint
was replaced by a harmonic restraint of the formwi )
K/2(ê - êi)2 with K ) 0.18Eh a0

-2. The values ofêi were
chosen to be the same as in the TDI simulations. The
structures resulting from the TDI sampling were used as
starting structures for the US simulations. After a re-
equilibration of 2 ps, which is necessary because the
constraints were replaced by restraints, the system was
sampled until the mean and the variance ofê were trend-
free according to the Mann-Kendall test51,52 over at least 8
ps. The data of these 8 ps were then used for the analysis.
Weusedtheweightedhistogramanalysismethod(WHAM)53,54

as well as umbrella integration3 to combine the different
windows of the umbrella sampling simulations.

To test the approximation of the full QM density by ESP
charges, we used not only AM1 but also density functional
theory (DFT).55,56 These calculations were done with the
TURBOMOLE57-61 code (version 5.7.1) interfaced to Chem-
Shell, using the BP86 functional.62-66 The DFT optimization
was started from the AM1 geometry and carried out with
the TZVP67 basis set. At the optimized geometry, the self-
consistent electron density was computed with the aug-cc-
pVTZ68,69 basis, which includes polarization and diffuse
functions. ESP charges were fitted to this density to compare
the forces on the MM atoms obtained from the density and
the ESP charges.

II.F. Statistical Analysis of FEP Results. In free-
energy perturbation, exponential averages of the form
〈exp(-â∆Epert)〉 have to be evaluated.70 These are dominated
by small values of∆Epert, which are poorly sampled. Thus,
the result may strongly depend on the random occurrence
of low values of∆Epert in the trajectory.

It is more efficient to use an expansion of〈exp(-â∆Epert)〉
rather than the direct exponential average.〈exp(-â∆Epert)〉
can be expressed as a cumulant expansion18,71-74

with the κi being the cumulants. They depend on the first
and higher moments of the distribution of∆Epert.

In the case of an MD simulation, the distribution itself is
not available; thus, the cumulants cannot be calculated
directly. Only the sample values drawn from the distribution
are available. Theith k statisticki is the unique symmetric
unbiased estimator of the cumulantκi.71,74 The first four k
statistics are given71,74 in terms of the sample sizeN, the
sample mean〈∆Epert〉, and the sample central momentsmi,
with mi ) 1/N∑j)1

N (∆Epert,j - 〈∆Epert〉)i:

For a normally distributed sample, all cumulantsκi for i
g 3 vanish. In general, the distribution of∆Epert taken from
an MD simulation in a given window is very close to a
normal distribution. (A special case where this is not true
will be discussed in section III.C.) We, therefore, truncate
the cumulant expansion after the second term. Only the mean
and the variance of∆Epert are then required to calculate the
estimate of〈exp(-â∆Epert)〉. These, however, depend much
less on the equilibration of the system than the direct average
of exp(-â∆Epert) or the higher cumulants, which are more
strongly influenced by rarely occurring small values of∆Epert.

To calculate an error bar for∆A, we use the estimators of
the variances of thek statistics:71,74

In the special case of a normal parent distribution, the
estimator of var(k3) is

Thus, we use-1/â ln〈exp(-â∆Epert)〉 ) ∆A ( 2s as the
confidence interval, approximating the Studentt fractile at
a confidence level of 95% by 2 for largeN and estimating
s2 from error propagation.

ln〈e-â∆Epert〉 ) ∑
i)1

∞ (-â)i

i!
κi (8)

k1 ) 〈∆Epert〉 (9)

k2 ) N
N - 1

m2 (10)

k3 ) N2

(N - 1)(N - 2)
m3 (11)

k4 )
N2[(N + 1)m4 - 3(N - 1)m2

2]

(N - 1)(N - 2)(N - 3)
(12)

var̂(k1) )
k2

N
(13)

var̂(k2) )
2Nk2

2 + (N - 1)k4

N(N + 1)
(14)

var̂(k3) )
6N(N - 1)k2

3

(N - 2)(N + 1)(N + 3)
(15)
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Note that this error measure only accounts for the statistical
fluctuations of the MD run. It includes neither errors caused
by incomplete sampling nor errors caused by the method
itself, such as the choice of the QM region or the intrinsic
accuracy of the QM or the MM method.

III. Results and Discussion
III.A. Structural Issues. In the reaction, the transfer of an
OH group from the hydroperoxy group top-hydroxybenzoate
takes place. The stationary points that emerged from the
structure optimizations are shown in Figure 4. In the
transition state, the hydrogen atom of the OH group is
stabilized by a hydrogen bond to the backbone amide oxygen
of Pro293. During the stepwise structural optimizations along
the reaction coordinate, this hydrogen bond remained present.
In the case of the product state, a local minimum was found
aroundê ) 1.0 Å, see Figure 5. The hydrogen bond broke
at the optimization forê ) 1.7 Å with a distinct energy
lowering. Stepwise backward optimization resulted in a
second minimum aroundê ) 1.5 Å, which is 8.5 kJ mol-1

lower than the first local minimum. In this case, a different
hydrogen bond, OH‚‚‚Op, was formed. Further backward
optimization increased the energy above the curve obtained
with the OH‚‚‚O(Pro293) hydrogen bond. The system thus
shows a hysteresis. Note that all values given here refer to
energies and reaction coordinates on the reaction profile and
were obtained from calculations with constrainedê values
in intervals of 0.1 Å. An analogous behavior was found for
the reactant state. In this case, H of the OOH group does
not participate in any hydrogen bond in the more stable
minimum.

The occurrence of such a hysteresis shows that the chosen
reaction coordinate does not account for all structural changes
during the reaction. The hydrogen bonds change but do not
contribute to the reaction coordinate. Introducing the term
“manifold” for the set of geometries with a given hydrogen-
bond pattern, the transition state belongs to a different
manifold [with an OH‚‚‚O(Pro293) hydrogen bond] than the
product (with OH‚‚‚Op) and the reactant state (no such
hydrogen bond involving OH). In the FEP simulations, a
change between these manifolds has to be accomplished.

In the case of the reactant state, the structural changes
between the two manifolds are small, and FEP calculations
between them remain possible. The change from the manifold
with OH‚‚‚O(Pro293) to the one of the reactant state occurs
in the perturbation betweenêi ) -0.9 Å andêi+1 ) -1.0
Å. This results in a spike in∆Aqm/mm

ifi+1 at ê ) -1.0 Å, see
Figure 2, which however does not lead to a noticeable
discontinuity inA(ê), shown in Figure 6, due to compensating
changes in∆Eqm/mm

ifi+1 , see eq 5.
Near the product state, the structural changes between the

two manifolds are too large to be overcome in a single
perturbation simulation, causing a high statistical error, as

obtained from eq 17. Therefore, we used 10 intermediate
windows with structures obtained from linear interpolation
between the windows withêi ) 0.6 Å andêi+1 ) 0.7 Å.
With this choice, the perturbation runs converged.

The reaction path between the reactant state and the
transition state will be used in section III.C to discuss the
approximations used in QM/MM-FEP. First, however, we
compare different methods of free-energy sampling.

III.B. Comparison of Methods. We calculated the energy
profile of the complete reaction with several methods. In
the FEP calculations, the link atoms were perturbed with
method 4, and the sampling was done with the full, but
frozen, QM density.

Figure 6 shows the comparison between the energy profiles
obtained by optimization, FEP, TDI, and US. The curves
have been shifted in energy to match best in the reactant
and the transition state. The stationary points obtained by
each method are marked, and the corresponding numerical
results are given in Tables 1-3. With the use of the harmonic

∆A ) 〈∆Epert〉 - â
2
k2 (16)

s2 ) var̂(k1) + â2

4
var̂(k2) + â4

62
var̂(k3) (17)

Figure 4. Reactant state, transition state, and product state
of the OH-transfer reaction of PHBH. The substrate and the
truncated cofactor are shown. The reaction coordinate is
indicated by a dotted green line. The atoms included in the
QM part are drawn as a ball-and-stick model.

Figure 5. The two manifolds near the product state (see text).
The one with a hydrogen bond OH‚‚‚O(Pro293) leads to the
transition state. The arrows indicate the direction in which the
energy profile was calculated.
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approximation, the thermal and entropic contributions of the
QM region have been included in the values for optimization
and FEP in Table 1 (but not in Figure 6).

The TDI and US approaches are expected to yield the same
free-energy changes because they both sample the entire

system. The differences between TDI and US results are
indeed very small (Table 1) and are most probably caused
by incomplete sampling. US was analyzed by umbrella
integration.3 WHAM analysis of the umbrella sampling data
leads to a range of 100.1-102.3 kJ mol-1 for the activation
barrier and-205.7 to -209.4 kJ mol-1 for the reaction
energy, depending on the number of bins used for the
analysis.

In the FEP approach, the thermal and entropic contribu-
tions to the free energy are evaluated in harmonic ap-
proximation for the QM region (∆Aqm - ∆Eqm) and are
determined by sampling the environment (∆Aqm/mm -
∆Eqm/mm - Emm). It can be seen from Table 1 that the FEP
results are close to the TDI and US reference values, which
supports the validity of the FEP approximations for the QM
and MM regions (see above). It is obvious from Table 1
that FEP accounts for some but not all of the differences
between optimization on one hand and TDI or US on the
other hand.

Table 2 lists the individual contributions to the FEP free-
energy changes∆A, which are the sums of the three
following energies (lines 2-4). The contribution∆Eqm from
the QM energy is dominant, and the term∆Aqm/mm is also
substantial. The thermal and entropic contributions from the
QM region (∆Aqm - ∆Eqm) are small compared to those from
the environment (∆Aqm/mm- ∆Eqm/mm- ∆Emm), emphasizing
the importance of including the latter (as done in FEP). These
QM/MM thermal and entropic contributions lower the barrier
by 4.1 kJ mol-1 and make the reaction more exergonic by
14.3 kJ mol-1 (see Table 2), which may be related to the
changes in the hydrogen bond network during the reaction.35

Finally, it should be pointed out that zero-point vibrational
corrections have not been applied to the results given (Table
1). Such corrections are not available for TDI or US but can
be deduced for FEP at least for the QM region from the
computed QM Hessian: the corresponding∆Eqm(ZPE)
values are fairly small in the present case (Table 2).

The values of the reaction coordinate are listed in Table
3. The curvature of the energy surface around the transition
state is rather high; thus,ê(TS) is nearly independent of the
method. In the reactant and product states, the energy surface
is flat because the reaction coordinate contains a distance
which does not correspond to a chemical bond. This causes
larger variations in the reaction coordinate for the minima.

III.C. Test of Approximations. III.C.1. Frozen Density.
The use of free-energy perturbation as implemented here
requires freezing the QM geometry during the perturbation
sampling. We assume that it is adequate to neglect polariza-
tion of the QM density in response to the moving MM atoms
in the environment. To assess this assumption, we also
sampled the system with full SCF iterations. With the frozen
density, we obtain a free-energy barrier∆qA ) 106.3( 0.99
kJ mol-1, while we obtain∆qA ) 103.8( 0.99 kJ mol-1

for full SCF iterations, see Table 4. The difference is not
negligible but would seem to be tolerable in practice,
especially in view of the computational savings: SCF
iterations are avoided and only one-electron integrals have
to be evaluated.

Figure 6. Energy profiles with different methods. Blue, FEP;
red, optimization; black, TDI; and green, US. The two
optimization curves represent two local minima near the
product and the reactant (with different H bonds, see text).
The gap in the FEP graph at ê ) 0.6-0.7 Å corresponds to
the change between these two manifolds in the FEP calcula-
tions.

Table 1. Free Energies of Activation (∆qA) and Reaction
(∆rA) in kJ mol-1 Obtained with Different Methodsa

method ∆qA ∆rA

optimization 112.3 -184.3
FEP 108.2 ( 1.0 -198.6 ( 1.3
TDI35 101 ( 2 -212 ( 2
US 101.5 -208.1

a Thermal and entropic corrections for the QM region are included
in the values given for FEP and optimization (harmonic approxima-
tion).

Table 2. Contributions to the Free-Energy Changes ∆A in
kJ mol-1a

forward barrier reaction energy

∆A 108.2 -198.6
∆Eqm 80.2 -350.3
∆Aqm/mm 26.1 152.4
∆Aqm - ∆Eqm 1.9 -0.7
∆Emm -10.8 -12.7
∆Aqm/mm - ∆Eqm/mm - ∆Emm -4.1 -14.3
∆Eqm(ZPE) 5.8 1.1

a ∆Aqm/mm was calculated by FEP; ∆Eqm, ∆Eqm/mm, and ∆Emm were
calculated by optimization; and ∆Aqm - ∆Eqm as well as ∆Eqm(ZPE)
were calculated from the harmonic frequencies of the QM part at the
stationary points.

Table 3. Reaction Coordinate at the Reactant State, the
Transition State, and the Product State (Å) Obtained with
Different Methods

method ê(RS) ê(TS) ê(PS)

optimization -1.61 -0.41 1.50
FEP -1.58 -0.42 1.49
TDI35 -1.55 -0.41 1.51
US -1.45 -0.42 1.46
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III.C.2. Density Replaced by Point Charges.For a frozen
density, the computational demands can be further reduced
if EQ(rqm,rmm) is calculated from point charges approximating
the density and not from the full density itself. This reduces
the sampling to a pure MM simulation from the computa-
tional point of view and, thus, significantly reduces the
computation effort. Re-equilibration of the system previously
sampled with the full density was necessary after switching
to point charges, as this changes the gradient of the MM
atoms near the QM region. We re-equilibrated each window
for 20 ps and also used production runs of 20 ps. The
energies obtained with ESP charges are very close to those
obtained with the full density. We obtain∆qA ) 106.3(
0.99 kJ mol-1 with the full density and 105.7( 1.18 kJ mol-1

when calculating all electrostatic interactions from ESP
charges, see Table 4.

In an alternative approach, one might consider calculating
∆Epert from the full frozen density and the forces for the
dynamics from ESP charges. Testing this approach is sensible
as the evaluation of the energy is much less demanding than
the evaluation of the gradient. However, numerical problems
occur that can be rationalized by consideration of the
theoretical basis of FEP: The exponential average of∆Epert

only yields the free-energy difference when sampled over
the canonical ensemble.70 If the dynamics, that is, the
averaging, is performed with ESP charges while∆Epert is
still calculated from the full frozen density, the ensemble
does not match with∆Epert. Thus, it is not advisable to use
different expressions ofEQ for the dynamics and the
perturbation.

The ESP charges are generally able to reproduce the
multipoles of the QM density very well. Thus, forces on
distant MM point charges are essentially correct. If, however,
the point charges penetrate into the QM density, they are
partially shielded, and their gradients (forces) differ from
those obtained from the ESP charges. In Figure 7, the
differences between the absolute values of the electric fields
caused by the ESP charges,|EBESP|, and the density,|EBF|, at
the position of the MM atoms of the window withêi ) -0.4
Å are shown. The electrostatic force on the MM atomi with
chargeQi is obtained asFBi ) QiEB.

As a more spatially extended density is expected to lead
to a more pronounced shielding, we calculated the effect not
only for AM1 but also for BP86/aug-cc-pVTZ, see Figure
7. The values are obtained from geometries withêi ) -0.4
Å optimized with AM1 and BP86/TZVP, respectively. It can
be seen from Figure 7 that the extended basis set, which

includes diffuse functions, leads only to slightly larger errors
in the electrostatic forces than the minimum-basis set of
AM1. Thus, we expect that ESP charges are also a good
approximation for extended basis sets.

QM/MM-FEP with full SCF iterations considers all energy
contributions that enter the QTCP-U approach of Rod and
Ryde.22 Our finding that ESP charges are a good approxima-
tion is in agreement with their work.

III.C.3. Link Atoms.The method used to treat the link
atoms does not influence the results appreciably, as seen from
Table 4 (last four lines). There is only one junction between
the QM part and the MM part in our system; thus, PHBH
may not represent a severe test for the link atom treatment.
However, its influence on the free energy is so small that
we do not expect a significant effect even if the system
contains more link atoms. The simulations have been done
with the full frozen density. The differences between the
simulations are caused only by the link atom treatment as
we sampled along the same trajectories. This was achieved
by starting from the same configuration and velocity
distribution. The link atom treatment only affects the
perturbation, but not the dynamics. A comparison of the
geometry after the simulation verified that the same trajec-
tories had been sampled. Because of the small effect of the
link atom treatment, see Table 4, formal aspects (section II.D)
recommend method 4.

IV. Conclusion
We used the example of PHBH to show that QM/MM-FEP
is a reliable and efficient method to calculate reaction free
energies and free-energy barriers. We tested several meth-
odological approximations on the system PHBH. Freezing
the density during the FEP sampling caused an error of 2.5
kJ mol-1 in the computed barrier. This error was even
smaller, 1.9 kJ mol-1, when the frozen density was ap-
proximated by point charges. Different choices of the link-
atom treatment altered the barrier by up to 1.5 kJ mol-1.
These numbers should be judged in the light of a typical
sampling error of 1.0 kJ mol-1 in our simulations. We find
that it is advisable to perturb all three atoms of a QM/MM
junction (method 4) and that it is adequate to approximate
the QM density by ESP charges in the FEP sampling.

Table 4. Reaction Coordinate at the Reactant State and
the Transition State (Å) and Forward Free-Energy Barrier
(kJ mol-1) for Different Approximations Used in FEP

density link method ê(RS) ê(TS) ∆qA

frozen 4 -1.578 -0.414 106.3 ( 0.99
full SCF 4 -1.501 -0.423 103.8 ( 0.99
ESP 4 -1.564 -0.431 105.7 ( 1.18
frozen 1 -1.580 -0.416 106.5 ( 0.82
frozen 2 -1.577 -0.415 105.3 ( 0.82
frozen 3 -1.576 -0.415 105.0 ( 0.82
frozen 4 -1.578 -0.414 106.3 ( 0.99

Figure 7. Differences between the absolute values of the
electric fields caused by the ESP charges, |EBESP|, and the
density, |EBF|. The difference is evaluated at the positions of
the MM atoms.
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When ESP charges are used, the computer time required
for the geometry optimizations exceeds the time required
for the MD simulations when using a demanding QM
method. Thus, QM/MM-FEP is affordable at any level of
QM theory where one can afford the geometry optimizations.
The choice of the reaction coordinates is only limited by
the optimizer. For the HDLC optimizer used in this study, it
is straightforward to implement any linear combination of
internal coordinates as a constraint. Intrinsically, constraints
are unnecessary in the MD simulation, with the exception
of freezing the Cartesian coordinates of the QM part and
the first MM atom of each junction. This junction atom
should then be included in the calculation of the Hessian
for the harmonic approximation of the QM entropy.
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(57) Ahlrichs, R.; Ba¨r, M.; Häser, M.; Horn, H.; Ko¨lmel, C.Chem.
Phys. Lett.1989, 162, 165.

(58) Eichkorn, K.; Treutler, O.; O¨ hm, H.; Häser, M.; Ahlrichs,
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